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Abstract 

This study investigates the effectiveness of current deep learning techniques in license plate detection and makes essential 

contributions. Instead of classifying the characters on Turkish license plates with a single classifier, the characters are divided 

into blocks of numbers and letters using various image processing techniques, and a separate classifier is used for each block. 

The proposed approach improves character classification accuracy and license plate recognition accuracy. This approach 

eliminated the possibility of misclassifying similar letters and numbers and improved the character classification accuracy from 

95.9% to 99.6%. In addition, a new character feature dataset was created, and a deep learning model was trained on this dataset. 

Integrating this model into the system increased the classification accuracy to 99.7%. The YOLOv8 object detection model, 

trained using CUDA technology, achieved a mAP of 98.9%. The overall accuracy of the whole system in license plate 

recognition reached 97.3%. This study proves the effectiveness of current deep learning methods and the proposed block-based 

character recognition approach in license plate recognition. 
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1. Introduction 

Vehicle license plates serve as a unique identification, critical for traffic management and safety in modern 

societies [1]. Due to their uniqueness, license plates are used as a fundamental tool for registering, tracking, and, 

where necessary, identification of vehicles. License plates are important in many areas, such as traffic control, 

security investigations, crime-fighting, and commercial activities. Identifying vehicles that violate traffic rules, 

identifying drivers exceeding speed limits, optimizing traffic flow, or controlling entry and exit to and from public 

spaces requires identifying the vehicles' license plates. In this way, traffic accidents can be reduced, traffic 

congestion can be managed, and overall traffic efficiency can be increased. Since manual identification of vehicle 

license plates is often time-consuming, error-prone, and inefficient, technological tools such as automatic license 

plate recognition systems help detect and prevent security threats by instantly recognizing license plate numbers [2]. 

However, license plate recognition systems that work with traditional image processing methods are sensitive to the 

adverse effects of weather conditions. In particular, weather conditions such as heavy rain, snow, and fog can reduce 

license plate visibility and recognition accuracy. 

Thus, the high-accuracy license plate recognition system should detect and record the license plates of vehicles. 

AI-based vehicle license plate recognition systems can help achieve these goals toward efficient management of 

traffic and security operations. Various image processing techniques and machine learning algorithms are used to 

detect vehicle license plates in license plate recognition systems. With the recent developments in deep learning, one 

of the machine learning methods, deep learning-based systems are frequently used in areas such as computer vision, 

voice recognition, and natural language processing [3]. Deep learning algorithms and image processing techniques 

have been used to develop more accurate and reliable systems for license plate recognition. [4]. These systems 

include various techniques such as object detection algorithms, multiple morphological operations, and optical 

character recognition. 

This research aims to design a license plate recognition system that achieves a higher level of accuracy and 

reliability than the existing works in the literature with the YOLOv8 object detection algorithm [5], [6], which is the 

latest version of the YOLO [7], [8] and aims to improve deep learning techniques such as CNN-based classifiers for 

the character classification task. 

The main contributions of this study are as follows: 

 Instead of using a single classifier for all the characters in the license plate, the license plate image is divided into 

blocks of numbers and letters, and by using a separate classifier for each block, the character classification 

accuracy is improved from 95.9% to 99.6% on average for two classes. 

 An mAP of 98.9% was achieved with the trained YOLOv8 object detection model. 

 The overall license plate recognition accuracy of the system is 97.3%. 

 A new character image dataset called License Plate Character Dataset was created for this study. 

 To improve the classification accuracy of similar characters, a new dataset containing some pixel-based features 

of the characters called Pixel-based Character Feature Dataset was created. 

 A deep learning model was trained using the dataset containing these pixel-based features and the probability 

values obtained from this deep learning model were added to the prediction results during testing. With the 

contribution of this deep learning model, the average classification accuracy was increased to 99.7%. 

 The results show that when the classifier based on pixel features alone is used without the CNN classifier, it 

works with a classification accuracy as high as 90%. 

2. Literature review 

License plate recognition systems are widely used today, especially in security, traffic management, and 

automation. The recent development of these systems has been accelerated by the advancement of machine learning 
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and artificial intelligence technologies [9]. This section presents a literature review on machine learning and deep 

learning methods used in automatic license plate detection applications. 

In license plate recognition systems, one of the first and most essential operations is to locate the license plate in 

the image. License plates usually have fixed shapes and similar colors [10], and a study using these visual features 

presents a modified version of the GrabCut algorithm to locate the license plate region [11]. To implement this 

algorithm, the geometric information of the aspect ratios of the license plates was used, and using a dataset of 500 

different vehicle images, 99.8% accuracy was achieved in predicting the location of license plates. However, this 

method seems quite slow compared to current deep learning methods, with an average license plate detection time of 

0.21 seconds. Studies conducted with current deep learning methods have achieved much faster detection times, 

such as 18.75 ms [12]. Apart from these algorithms, recent deep learning-based object detection algorithms such as 

YOLO, SSD, and Faster-RCNN have been widely used in license plate detection applications in recent years [13], 

[14], [15]. These deep learning-based algorithms estimate the coordinate points where the object to be detected is 

located in the image and the class to which it belongs. 

Another essential process for license plate recognition systems is the segmentation and classification of the 

characters in the localized license plate image. In the algorithms used in license plate recognition systems, the 

characters in the license plate are first segmented separately. Then, the segmented character images are classified 

using classifiers such as CNN, and character recognition is performed [16], [17]. 

In the literature, a Chinese license plate recognition research paper was conducted with license plate region 

detection using SVM and character classification based on CNN networks. The results show that the detection rate 

of the license plate region was 99%, and character recognition accuracy was 97.1%. The overall accuracy rate of the 

system was 95% [18]. In another research work, edge detection and SVM algorithms were used. This method 

achieved 96% accuracy in license plate recognition [19]. YOLOv5 was used for the detection of license plates in 

another study, and CNN was used for the recognition of characters in the detected license plates. The overall 

accuracy rate of this method was 92.8% [20]. In another study using the YOLO object detection algorithm, an 

average recognition rate of 96.9% was achieved on eight datasets from five different regions [21]. In this work, the 

Fast-YOLOv2 model was used to detect license plates and classify them according to regions, and the CR-NET [22] 

model was used to recognize the characters in the detected license plates. Fast-YOLO architecture with the CR-NET 

model is used in another work for the detection and segmentation of license plates[23]. In a study combining 

Xception and LSTM networks for license plate recognition, the system achieved an overall accuracy rate of 90.5% 

[24]. A research work proposed to classify license plates and characters simultaneously with two fully convolutional 

one-stage object detectors and ResNet50 was used as the backbone network. In this study, 96.4% license plate 

recognition accuracy was obtained [25]. In a paper using the YOLOv5 algorithm, which is stated to be suitable for 

real-time use, the license plate recognition accuracy was 93% [26]. Another work used YOLOv3 for license plate 

detection and the ILPRNET algorithm for license plate recognition and achieved an overall accuracy of 93.6% [27]. 

A study that used the YOLOv3 algorithm both for license plate detection and character detection achieved a 95.05% 

accuracy rate in license plate recognition [28]. The newest research on license plate recognition very often applies 

deep learning methods, especially various versions of the YOLO algorithm [29]. 

In this study, the last version of YOLO architecture, YOLOv8, is applied to the image to detect the coordinates of 

license plates in the image. Then characters in the obtained license plate images were segmented and classified using 

the CNN model. 

3. Material and method 

Information about datasets and deep learning methods used in the study is given in this section. It also provides 

the hyperparameters for the trained YOLOv8 and classifier models, evaluation metrics applied during the evaluation 

of the models, and details of the improvements made. 
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3.1. Dataset 

The YOLOv8 object detection model for license plate detection is trained on a dataset containing 24242 marked 

license plate images [30]. This dataset includes vehicle images and YOLOv8 annotation files containing the 

coordinates of the license plates in the image. The dataset consists of 21174 training, 2048 validation, and 1020 test 

data. These values have remained the same as determined by the researchers who provided the dataset. This dataset 

is referred to as the License Plate Detection Dataset in this study. 

After detecting license plates with the YOLOv8 model, locating the characters on the license plates and 

determining which character they are is necessary. This classification problem requires another data set consisting of 

character images. The fonts of the characters on the license plates vary around the world. [31]. Using any other 

license plate character dataset in the world during the training phase may affect the feature extraction and 

classification success of Turkish license plate characters. For this reason, there is a need for a dataset containing the 

license plate characters in Türkiye. Since a dataset containing the license plate characters in Türkiye is needed, this 

dataset is not taken as ready-made but created by the authors. The characters in the images of the license plates in 

Türkiye are cropped, grayscaled, and resized to 22x44 dimensions, which are the input dimensions of the classifiers. 

Finally, all the images were labeled to create a license plate character dataset, and the created dataset is named as 

License Plate Character Dataset. Sample images from the License Plate Character Dataset are shown in Fig. 1. 

The License Plate Character Dataset consists of 16500 images, 500 images for each character. There are 32 

character image samples in Fig. 1. Since the same character is used for the number 0 and the letter O in Turkish 

license plates, the images of this character are used for both the number 0 and the letter O. In this way, the dataset 

contains a total of 16500 images. Since the proposed method classifies characters as numbers and letters, this dataset 

is divided into two different sub-datasets: number and letter datasets. The sub-dataset consisting of number images 

is referred to as License Plate Character Dataset-N, and the sub-dataset consisting of letter images is referred to as 

License Plate Character Dataset-L. The total number of data and the number of training, test, and validation data of 

these datasets are shown in Table 1. 

 

 

Fig. 1. Sample character images from the License Plate Character Dataset. 

In addition to the License Plate Character Dataset, another dataset created by the authors, the Pixel-based 

Character Feature Dataset contains the data obtained from the pixel-based features of the character images. Eight 

pixel-based features were extracted for each character image in the License Plate Character Dataset and a new 

dataset of 16500 rows and nine columns -one for label values- was created.  



 Arslan, G., Aydemir, F., and Arslan, S., (2024) / Journal of Scientific Reports-A, 58, 57-82  

61 

 

Data samples from the Pixel-based Character Feature Dataset, are shown in Fig. 2, and the correlation matrix of 

the data is presented in Fig. 3. Similar to the License Plate Character Dataset, this dataset is divided into number and 

letter subsets. The sub-dataset consisting of features of number images is called Pixel-based Character Feature 

Dataset-N and the sub-dataset consisting of features of letter images is called Pixel-based Character Feature Dataset 

-L. 

 

 

Fig. 2. Sample of the Pixel-based Character Feature Dataset. 
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Fig. 3. Correlation matrix of the Pixel-based Character Feature Dataset. 

Table 1, presented below, contains information about all the datasets used in this study. The datasets used for 

character classification are divided into two different sub-datasets, numbers and letters, in accordance with the 

method proposed in the paper. The proportions of the datasets for training, testing, and validation sub-sets can also 

be seen in the table. 

 

 

Table 1. Summary of the datasets used. 

Dataset Total number of 

data 

Training data Validation 

data 

Test data 

License Plate Detection 

Dataset [30] 

24242 (%100) 21174 (%87.3) 2048 (%8.5) 1020 (%4.2) 

License Plate Character 

Dataset-N 

5000 (%100) 3500 (%70) 500 (%10) 1000 (%20) 

License Plate Character 

Dataset-L 

11500 (%100) 8050 (%70)  1150 (%10) 2300 (%20) 

Pixel-based Character 

Feature Dataset-N 

5000 (%100) 3500 (%70) 500 (%10) 1000 (%20) 
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Pixel-based Character 

Feature Dataset-L 

11500 (%100) 8050 (%70) 1150 (%10) 2300 (%20) 

3.2. Proposed model 

This section presents the proposed license plate recognition architecture design, the details of the deep learning 

models used, and the improvements made. To summarize the steps of the license plate recognition process, first, the 

coordinates of the license plate in the camera image are determined. The license plate region within these 

coordinates is cropped from the image, and the license plate recognition process is completed due to operations such 

as character segmentation, cropping, and classification of characters from the image. The model proposed in this 

study uses a block structure to improve classification accuracy. The structure of the proposed model is shown in Fig. 

4. 

 

 

Fig. 4. Proposed model. 

3.2.1 License plate detection 

The YOLOv8 object detection model is trained to detect license plates in the image. The general structure of the 

YOLOv8 architecture is presented in Fig. 5. 
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Fig. 5. YOLOv8 architecture [32]. 

The training was performed on an RTX 3060 graphics card with 3584 CUDA cores using CUDA [33] 

technology, and the training of the YOLOv8 model took 8 hours and 10 minutes for 21174 images. The parameters 

of the trained model are presented in Table 2. The trained model was tested on multiple computers. An example of 

the license plate region detected with the trained YOLOv8 model is shown in Fig. 6. 

Table 2. YOLOv8 training hyperparameters. 

Parameter Value 

Epoch  100 

Batch 8 

Optimizer SGD 

Learning rate 0.01 
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Momentum 0.937 

Image size 640x640 

 

 

 

Fig. 6. Example of plate region detected with YOLOv8 model. 

3.2.2 Character segmentation 

After the license plate region is detected and cropped, morphological operations are performed to facilitate the 

segmentation of the characters on the license plate. First, the image is resized to 300x75. Then, OTSU thresholding  

[34], erosion with a 3x3 kernel, and dilation with a 3x3 kernel are applied. Erosion and dilation are applied one after 

the other to reduce noise, emphasize details, and facilitate contour processing. The plate image after the operations is 

shown in Fig. 7. 

 

   

Fig. 7. License plate image after morphological operations. 

To locate the characters in the image after thresholding and noise reduction, the contours in the image were 

found. First, all contours in the image were found with the help of the OpenCV [35] library, and then the contours 
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that may contain characters were filtered. This filtering process was done according to the ratio of the found contour 

sizes to the total size of the license plate. Upper and lower bounds were set for the height and width of the contours 

that might contain characters, and then the contours outside these bounds were ignored. The upper and lower bounds 

were determined after tests with the obtained license plate images. Information about these values can be seen in 

Table 3. 

 

 

 

Table 3. Lower and upper bound values for character contour filtering. 

Boundary value type Boundary value 

Width lower bound  w*0.166 

Width upper bound w*0.5 

Height lower bound h*0.1 

Height upper bound h*0.66 

 

In the table, w is the total width of the license plate image, and h is the total height of the license plate image. 

After these operations, the license plate image contains the filtered contours and shows only the position of the 

characters that need to be recognized on the license plate. The contour information before and after the filtering 

process is shown in Fig. 8. 

 

Fig. 8. Contours before and after filtering. 

3.2.3 Determination of the blocks 

After the positions of the characters are determined, the classification process is started. However, when a single 

classifier is trained for all characters in the License Plate Character Dataset, the accuracy rate is found to be 

insufficient, and after the tests, it was determined that similar characters such as 0 and O, 4 and A, and 1 and I affect 

the recognition accuracy.  



 Arslan, G., Aydemir, F., and Arslan, S., (2024) / Journal of Scientific Reports-A, 58, 57-82  

67 

 

In this study, a method for recognizing the letters and numbers on license plates with separate classifiers was 

developed to improve recognition accuracy. The license plates in Türkiye consist of 3 blocks in total: the first block 

is a number block indicating the province to which the license plate belongs, the second block is a letter block 

consisting of 1 to 3 letters, and the last block is a number block again.  

With the help of the determined contours, the distance between the characters in the license plate was calculated, 

and the relevant blocks were determined. As a result of the tests, it was seen that the distance between the blocks 

was at least 5% of the total width of the plate. Therefore, in cases where the distance between contours is more than 

5%, a block change is assumed, and the character images in each block are classified with the help of the relevant 

classifier. The positions of the blocks on the license plate image and the console outputs of the block detection 

process are shown in Fig. 9. 

 

 

Fig. 9. The process of identifying plate blocks. 

3.2.4 Character classification by images 

Character recognition is started after determining which classifier the characters should be sent to according to 

their indexes. A CNN model was created to classify the number and letter images for character recognition. The 

architecture of the CNN model used for letter classification is shown in Fig. 10. 
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Fig. 10. CNN architecture used for letter classification. 

The CNN architecture given above was created for letter classification with a 23-dimensional output layer. The 

model created for the classification of numbers has the same parts up to the output layer, which is 10-dimensional. 

The training and data augmentation parameters of the trained models are presented in Table 4. 

 

Table 4. Training and data augmentation parameters of character classifier models. 

Parameter Value 

Epoch  10 

Batch 16 

Optimizer Adam 

Learning rate 0.001 

Image size 44x24 

Rescale 1/255 

Shear range 0.2 

Zoom range 0.2 

Horizontal flip True 

Loss Categorical Crossentropy 

3.2.5 Character classification by pixel-based features 

The recognition process is completed after the detection of the license plate, identification of the blocks in the 

license plate, and classification of the characters. However, to improve the recognition accuracy, in addition to the 

block structure, a dataset based on pixel-based features of the images called Pixel-based Character Feature Dataset 
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was created, and an ANN model was trained to classify them according to this dataset. Fig. 11 shows the selection 

of 8 pixel-based features extracted from the image. 

 

Fig. 11. Selected areas of pixel-based features for character images. 

The Pixel-based Character Feature Dataset was created according to the above regions. The character image was 

first divided horizontally, and the ratio of black pixels in Region 1 to all black pixels in the image was calculated; 

the same was done for the black pixels in Region 2. Then, the character image was divided vertically, and the ratios 

of black pixels in Region 3 and Region 4 were calculated. Finally, the image was divided into four equal regions, 

and the proportion of black pixels in each region was calculated and added to the dataset. The main purpose of 

dividing the image into 4 regions is to facilitate the discrimination of characters such as the character "P". The pixel 

ratios may be equal in horizontal or vertical division, but when divided into four regions, it is seen that Region 8 

contains fewer black pixels than all other regions. Fig. 12 shows the feature data for the character "P". 

 

 

Fig. 12. Pixel-based feature data for character P. 

As expected in the generated dataset, the lowest value is observed in region 8, called the Bottom Right Ratio. In 

addition, region 1 has more black pixels than region 2, and region 3 has more black pixels than region 4. Using this 

feature data, the CNN model contributes to the classification of characters such as 0 and D, which are very similar 

and difficult to classify by the CNN model. The final result is obtained by weighted summing the classification 

probabilities obtained from the pixel feature data set and the probabilities of the CNN network. In the weighted sum 

process, the CNN model is given a weight value of 0.9, and the ANN model is given a weight value of 0.1. The 

neural network's architecture that trained on the Pixel-based Character Feature Dataset is shown in Fig. 13. 
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Fig. 13. ANN architecture for character classification based on pixel-based features. 

The training parameters of the model used in the classification process are given in Table 5. Evaluation metrics 

for all models are presented in the next section. 

Table 5. Training parameters of the character classification model based on pixel-based features. 

Parameter Value 

Epoch  500 

Batch 8 

Optimizer Adam 

Learning rate 0.001 

Loss Categorical Crossentropy 

3.3. Evaluation metrics 

This section gives the evaluation metrics of the developed deep learning models. For the YOLOv8 model, 

Precision, Recall, and Mean Average Precision are some of the critical evaluation criteria. Where P is precision, it 

denotes the ratio of the TP value of a model to all predicted positive values (TP+FP), hence showing the proportion 

of samples classified as positive by the model that are positive. Recall R is the model's TP value as a ratio to actual 

positive values (TP+FN) and determines the number of positive samples that are classed correctly. This means there 

is a trade-off between these two evaluation metrics. Precision and Recall are calculated respectively as follows [36], 

[37]: 
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𝑃 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (1) 

𝑅 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (2) 

Average Precision (AP) is the average of the Precision values at different Recall levels, and it indicates the 

performance of a model at detecting objects at different confidence thresholds. Mean Average Precision (mAP) is 

the mean of the AP values for all classes, which describes the model's performance. The values of AP and mAP are 

obtained by [38]: 

𝐴𝑃 =  ∫ 𝑃(𝑅) 𝑑𝑅
1

0
   (3) 

𝑚𝐴𝑃 =  
1

𝑁
∑ 𝐴𝑃𝑐

𝑁
𝑖=1    (4) 

In the given equations P(R)  is the Precision value at a given Recall level, N is the number of classes, and APc  is 

the average Precision value for the class 𝑐. For the trained CNN and ANN models, there are several evaluation 

metrics in addition to Precision and Recall metrics. These are Accuracy (A) and Specificity (S) metrics. Accuracy is 

the ratio of the sum of the TP and TN values to all samples in the test set and represents the overall correct 

prediction rate. Specificity is the ratio of the TN value to all true negative values (TN + FP) and measures how 

accurately truly negative samples are classified. Accuracy and Specificity metrics are calculated as follows 

respectively [39]: 

𝐴 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (5) 

𝑆 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
   (6) 

Categorical Crossentropy (CCE), used in the classification of CNN and ANN models, is a loss function used 

when there are two or more label classes and is calculated as follows [40]: 

𝐶𝐶𝐸 =  − ∑ 𝑦𝑜,𝑐 𝑙𝑜𝑔(𝑝𝑜,𝑐)𝑀
𝐶=1    (7) 

In the specified loss function, M represents the number of classes. y is a binary representation (0 or 1) indicating 

whether the class label c  is the correct classification for observation o , and p  represents the probability that 

observation o  is predicted to belong to class c. In the next section, we present and discuss the performance of the 

deep learning models according to these evaluation metrics. 

4. Results and discussion 

This section presents the performance of the trained deep learning models according to the evaluation metrics. 

The complexity matrix obtained after training the YOLOv8 model is shown in Fig. 14. The performance values are 

presented in Table 6. 
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Fig. 14. Confusion matrix of YOLOv8 model. 

Table 6. YOLOv8 object detection model test performance values. 

Metric Value 

Precision  0.979 

Recall 0.973 

mAP 0.989 

 

The evaluation results show that the trained model is 98.9% accurate in detecting license plates in the image. To 

better understand the balance achieved by the model for Precision and Recall metrics, the Precision-Recall curve of 

the model is presented in Fig. 15. 
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Fig. 15. Precision-Recall curve of YOLOv8 model.  

The Precision-Recall curve indicates the trade-off between Precision and Recall for various threshold values. The 

high area under the curve indicates that both Recall and Precision values are high. Here, high Precision is associated 

with a low FP rate, and high Recall is associated with a low FN rate. Graphs of the changes in all evaluation metrics 

during training can be seen in Fig. 16. 

 

Fig. 16. Training and validation performances of the YOLOv8 model. 
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When the results are analyzed, it is seen that the loss values in the training and validation phases decrease sharply 

after the first 20 epochs and the mAP value increases. Considering the data size and the noisy samples in the data, it 

is seen that the trained model achieves very successful results. After the training of the license plate detection model 

was completed, the training of the CNN models that classify the number and letter images on the license plate was 

completed. In order to make a comparison, we first trained a single classifier that classifies all characters with the 

same architecture. Then, two separate classifiers were trained for letters and numbers, and their performances were 

analyzed. The accuracy and loss values obtained during the training of the classifier that classifies all characters are 

given in Fig. 17. The accuracy and loss values obtained during the training of the classifiers that classify numbers 

and letters separately are shown in Fig. 18. 

 

Fig. 17. Training graph of the single CNN model classifying all characters 
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Fig. 18. Training graphs of the letter classifier CNN model (a) and the number classifier CNN model (b). 

When the training graphs are analyzed, it can be seen that using two different classifiers, number and letter 

classifiers, has higher accuracy and much lower loss values than a single classifier. The complexity matrices 

obtained from the tests of these classifiers on the test data are given below. Fig. 19 shows the complexity matrix of 

the single classifier, and Fig. 20 shows the complexity matrices of the proposed two-classifier structure. 
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Fig. 19. Complexity matrix of the single CNN model classifying all characters. 
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Fig. 20. Complexity matrices of the letter classifier CNN model (a) and the number classifier CNN model (b). 

When the complexity matrices are examined, it is seen that the model that classifies all characters classifies 

almost all of the '0' characters as the letter 'O’ and has a high misclassification rate in the classification of 'N' and 'H' 

characters. It is seen that the models trained separately for letters and numbers make predictions with much higher 

accuracy. The performance values obtained from the complexity matrix of the models can be seen in Table 7. 

Table 7. Test performance of CNN classifiers. 

Metric Precision Recall Specificity Accuracy 

All Characters Classifier 0.95 0.96 0.95 0.959 

Letter Classifier 0.99 0.99 0.98 0.993 

Number Classifier 0.99 0.99 0.99 0.999 

 

When the results are analyzed, it is seen that the proposed method of dividing the license plate into blocks and 

using different classifiers for each block achieves a very high accuracy rate compared to the traditional method of 

classifying all characters with a single classifier. In addition to the CNN models, ANN models that classify using 

pixel-based features were also trained and tested. The training graphs can be seen in Fig. 21, and the complexity 

matrix values obtained after the test can be seen in Fig. 22. 
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Fig. 21. Training plots of letter classifier ANN model (a) and number classifier ANN model (b). 

 

Fig. 22. Complexity matrices of the letter classifier ANN model (a) and the number classifier ANN model (b). 
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When the training graphs and complexity matrices are examined, it is seen that although the accuracy of the ANN 

model is high and the loss value is low during classification, the loss values are high when the validation data is 

used. This shows that the model is subject to overfitting; it cannot generalize the data well enough. However, the 

letter classifier ANN model performed well despite the low data size and limited feature diversity. When the 

complexity matrices are analyzed, it is seen that there is difficulty in classifying symmetrical characters in both 

horizontal and vertical axes. For example, it is noticeable that incorrect predictions were made between the 

characters '0' and '8'. The performance values of the trained ANN models are given in Table 8. 

Table 8. Test performance of ANN classifiers. 

Metric Precision Recall Specificity Accuracy 

Letter Classifier 0.91 0.90 0.90 0.90 

Number Classifier 0.90 0.89 0.89 0.89 

 

Although the accuracy values are relatively low, sufficient classification accuracy is achieved with low 

computational cost and low data set size using eight simple features extracted from the image. As a result of the 

weighted sum of the probability values obtained from CNN and ANN models, the accuracy rate in the character 

classification process was increased from 99.6% to 99.7%. 

After these steps, there is one last step left to be done. This is to reveal the license plate text by combining the 

characters obtained from the classification results of the character images on the license plate. A vehicle image with 

license plate recognition completed is shown in Fig. 23.  

 

 

Fig. 23. Image of a vehicle with completed license plate recognition. 

As a result of the tests, the system's overall license plate recognition accuracy was found to be 97.3%. Table 9 

compares the results obtained with those of other studies in the literature. 
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Table 9. Comparison of the proposed method with other studies in the literature. 

Study License Plate 

Detection 

(mAP) 

Character 

Recognition 

Accuracy 

Overall License 

Plate Recognition 

Accuracy 

Cheng et al. [18] 0.990 0.971 0.950 

Khan et al. [20] 0.950 0.928 0.928 

Tourani et al. [28] 0.978 0.991 0.950 

Zaafouri et al. [41] 0.955 0.994 0.945 

Proposed Model 0.989 0.997 0.973 

 

The comparison shows that the classification process using the proposed block structure outperforms the studies 

in the literature in terms of license plate recognition accuracy. Although the detection accuracy of license plates is 

0.1% higher in only one study, the proposed model outperforms this study in overall license plate recognition 

accuracy by giving much better results in recognizing the characters in the detected license plates. In addition, the 

fact that the YOLOv8 model, which is the most up-to-date object detection algorithm in the literature, was 

efficiently trained using CUDA cores with a large amount of data and achieved a high detection rate significantly 

affected the accuracy of the license plate recognition system. The approach of classifying the classification process 

by dividing it into sub-problems instead of using a single model provides solutions with low computational cost due 

to the use of smaller size models and high accuracy value due to the reduction in complexity. 

5. Conclusion 

This work contributes to using current deep-learning methods for license plate detection. Among the main 

contributions, instead of classifying the characters in the license plate with a single character classifier, the license 

plate image is divided into blocks of numbers and letters so that separate classifiers are used for numbers and 

separate classifiers for letters. 

This approach reduces the probability of misrecognizing similar characters such as 0 and O, 4 and A, 1 and I to 

zero. Character classification accuracy increased from 95.9% for a single classifier to 99.6% on average using two 

classifiers. In addition, a new character feature dataset, Pixel-based Character Feature Dataset was created to 

improve character classification accuracy. The addition of the deep learning model trained using the new dataset 

containing pixel-based features increased the classification accuracy of the system to 99.7%. Furthermore, a high 

mAP value of 98.9% was achieved with the trained YOLOv8 object detection model. The overall license plate 

recognition accuracy of the system was 97.3%. All these findings demonstrate the effectiveness and accuracy of 

deep learning methods used in license plate detection. 

Future research could address issues such as increasing the model's generalization capability by using more data, 

developing a detailed object detection algorithm to improve small object detection performance, or conducting field 

studies to improve system performance in conditions that make camera images unfavorable for image processing. 

Such studies could lead to more comprehensive steps toward improving the reliability and usability of license plate 

recognition systems. 
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