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Research Article

Abstract − This comprehensive investigation delves deeply into the intricate dynam-
ics governed by the nonlinear Landau-Ginzburg-Higgs equation. It uncovers a diversity of
semi-analytical solutions by leveraging three auxiliary equation methods within the traveling
wave framework. This article effectively utilizes the improved Kudryashov, Kudryashov’s
R, and Sardar’s subequation methods. The methods discussed are advantageous because
they are easy to implement and suitable for use with the Mathematica package program.
Each method yields a distinct set of solutions, scrutinized across all cases. We elucidate the
complex wave structures through 3D, 2D, and contour graphical representations, providing
profound insights into their underlying characteristics. Furthermore, we scrutinize the in-
fluence of parameter variations on these wave structures, thereby offering a comprehensive
understanding of their dynamic behavior.

Keywords Landau-Ginzburg-Higgs equation, improved Kudryashov method, Kudryashov’s R method, Sardar’s subequa-
tion method

Mathematics Subject Classification (2020) 35C07, 35C11

1. Introduction

It has long been known that nonlinear structures are used to model many natural phenomena and
basic science fields such as physics, chemistry, and biology. It is very important to obtain the solu-
tions of these models in various engineering fields. Making sense of scientific phenomena and solving
the obtained structures with today’s knowledge and technology has been the goal of researchers for
decades. For this purpose, they have worked on developing different perspectives by applying vari-
ous analytical and numerical solution methods such as the (G′/G) expansion method [1,2], Bernoulli
(G′/G) expansion method [3], sub-equation method [4,5], sine-Gordon expansion method (SGEM) [6],
rational sine-Gordon expansion method (rSGEM) [7], exponential function method [8], modified expo-
nential function method [9,10], exponential rational function method [11,12], unified method [13,14],
Kudryashov methods [15–19], Khater methods [20], natural decomposition method [21], variational
approximation methods, Hirota direct method [22]. Besides, most of the put forward semi-analytical
methods are based on the same starting point, it is seen that even small changes in the method
steps affect the structure of the solution functions. Considering that a small change causes big conse-
quences, called the butterfly effect in today’s age, small changes in the solution structures will allow
the scientific phenomenon discussed to be interpreted differently.
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This study discusses the Landau-Ginzburg-Higgs equation (LGHE), created to understand and de-
scribe phase transitions, superconductivity condensed matter physics, and the behavior of certain
types of fields in high-energy physics. Solutions of this equation can represent the distribution of the
superconducting order parameter within the material and provide information on properties, such as
the penetration depth of magnetic fields and the critical temperature of the superconducting transition.
For this reason, LGHE has attracted the attention of many researchers, and some soliton structures
have been obtained by applying various methods. Our aim in doing this study is to add new ones to the
solution structures of LGHE and to show the suitability of the methods discussed by comparing them
to this equation. In Section 2, we provide the mathematical algorithms of the improved Kudryashov
method (IKM), Kudryashov’s R method (KRM), and Sardar’s subequation method (SSM) to figure
out the solitary wave solitons. In section 3, we apply the proposed methods to the nonlinear LGHE.
In the last section, we provide the concluding remarks on the obtained solutions.

2. Preliminaries

This section provides the basic steps of IKM, KRM, and SSM.

2.1. Improved Kudryashov Method (IKM)

First, we handle the general expression of a nonlinear partial differential equation in the form [17]:

κ (u, ux, uy, ut, uxx, uxy, ...) = 0 (2.1)

where κ is polynomial function in u and its partial derivatives are included. Then, the given nonlinear
partial differential equation (NPDE) (2.1) can be converted into ordinary differential equation (ODE)
by traveling wave transformation as follows:

u(x, y, t) = u(ψ), ψ = µ(x+ y − ct) (2.2)

where c is an arbitrary constant. After applying the above transformation and the chain rule, we
obtain the following equality:

K(u, u′, u′′, ...) = 0 (2.3)

Specific items of the method can be applied after that reduction. In this step, according to the
proposed method, we assume (2.3) has a solution in the form:

u(ψ) =
N−1∑
s=−1

as+1χ
s+1(ψ) (2.4)

where
χ(ψ) = ±(1 + exp(2ψ))−1/2

and χ(ψ) satisfies the following ODE:

χ2
ψ = (χ2(χ4 − 2χ2 + 1))1/2

After taking this auxiliary differential equation and considering the solution (2.4), we can write the
first, second, and third-order derivatives of (2.4) as follows:

uψ =
N−1∑
s=0

as+1(s+ 1)(χs+3(ψ) − χs+1(ψ)) (2.5)

uψψ =
N−1∑
s=0

as+1
[
(s+ 1)(s+ 3)χs+5(ψ) − 2(s+ 1)(s+ 2)χs+3(ψ) + (s+ 1)2χs+1(ψ)

]
(2.6)
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and

uψψψ =
N−1∑
s=0

as+1
[
(s+ 1)(s+ 3)(s+ 5)χs+7(ψ) − 3(s+ 1)(s+ 3)2χs+5(ψ)

+
(
3(s+ 1)2(s+ 3) + 4(s+ 1)

)
χs+3(ψ) − (s+ 1)3χs+1(ψ)

] (2.7)

If necessary, other higher-order derivatives can also be written. Substituting (2.4) and (2.5)-(2.7) into
(2.3) then, equating degrees of highest order linear term (u(p)(χ))r and highest degree nonlinear term
ul(χ)u(s)(χ) as required by the principle of homogeneous balance, we can define the pole order N
clearly. After this implementation, we obtain an algebraic system. By using the computer package
program, we can solve the algebraic system according to degrees of the χ, then the coefficients of
the polynomial (2.4) and parameters of (2.2) can be obtained. Finally, substituting the coefficients,
parameters, and the traveling wave transformation into the obtained polynomial, the solutions of (2.1)
are obtained.

2.2. Kudryashov’s R Method (KRM)

The major items of the method proposed above are indicated as follows [19]: In the first item, we
handle the general impression of nonlinear partial differential equations in the form:

κ (u, ux, uy, ut, uxx, uxy, ...) = 0 (2.8)

where κ is a polynomial function in u and its assorted order partial derivatives and nonlinear terms are
included. Secondly, we assume that the subsequent traveling wave transformation is done to reduce
(2.8) to an ordinary differential equation:

u(x, y, t) = u(ψ), ψ = µ(x+ y − ct) (2.9)

where µ and c are arbitrary constants. After applying the above transformation and the chain rule,
we get the following equality:

K(u, u′, u′′, ...) = 0 (2.10)

In this step, according to the proposed method, we assume (2.10) has a solution in the form:

u(ψ) =
N−1∑
s=−1

as+1χ
s+1(ψ) (2.11)

where
χ(ψ) = 4α

4α2eψ + γe−ψ

such that γ = 4αβ and u(ψ) adopts the given ordinary differential equation:

χ2
ψ = χ2(1 − γχ2)

After taking this auxiliary differential equation and considering the solution (2.11), we can write the
first, second, and third-order derivatives of (2.11) as follows:

uψ =
N−1∑
s=0

as+1χ
s(ψ)χψ(ψ)

uψψ =
N−1∑
s=0

as+1
[
(s+ 1)2χs+1(ψ) − (s+ 1)2γχs+3(ψ) + (s+ 1)γχs+4(ψ)

]
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and

uψψψ =
N−1∑
s=0

as+1
[
(s+ 1)3χs(ψ) − γ(s+ 1)2(s+ 3)χs+2(ψ) − γ(s+ 1)(s+ 3)χs+2(ψ)

]
χψ(ψ)

By equating the degrees of highest order linear term (u(p)(χ))r and highest degree nonlinear term
ul(χ)u(s)(χ) as required by the principle of homogeneous balance, we can define the pole order N
clearly. After this implementation, we obtain an algebraic system. By using the computer package
program, we can solve the algebraic system according to degrees of the χ, then the coefficients of
the polynomial (2.11) and parameters of (2.9) can be obtained. Finally, substituting the coefficients,
parameters, and the traveling wave transformation into the obtained polynomial, the solutions of (2.8)
are obtained.

2.3. Subequation Method in Sardar’s Sense (SSM)

The major items of the method proposed above are indicated as follows [24]: In the first item, we
handle the general impression of nonlinear partial differential equations in the form:

κ (u, ux, uy, ut, uxx, uxy, ...) = 0 (2.12)

where κ is a polynomial function in u and its assorted order partial derivatives and nonlinear terms are
included. Secondly, we assume that the subsequent traveling wave transformation is done to reduce
(2.12) to an ordinary differential equation:

u(x, y, t) = u(ψ), ψ = µ(x+ y − ct) (2.13)

where µ and c are arbitrary constants. After applying the above transformation and the chain rule,
we get the following equality:

K(u, u′, u′′, ...) = 0 (2.14)

In this step, according to the proposed method, we assume (2.14) has a solution in the form:

u(ψ) =
N−1∑
s=−1

as+1χ
s+1(ψ) (2.15)

where χ(ψ) is the solution of the following differential equation

χ2
ψ = η + γχ2(ψ) + χ4(ψ) (2.16)

and the solutions of (2.16) has four cases of solutions:

Case 1: If γ > 0 and η = 0, then

χ1(ψ) = ±
√

−αβγsechαβ (√γψ)

and
χ2(ψ) = ±

√
αβγcschαβ (√γψ)

where sechαβ(ψ) = 2
αeψ+βe−ψ and cschαβ(ψ) = 2

αeψ−βe−ψ .

Case 2: If γ < 0 and η = 0, then

χ3(ψ) = ±
√

−αβγ secαβ
(√

−γψ
)

and
χ4(ψ) = ±

√
−αβγ cscαβ

(√
−γψ

)
where secαβ(ψ) = 2

αeiψ+βe−iψ and cscαβ(ψ) = 2
αeiψ−βe−iψ .
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Case 3: If γ < 0 and η = γ2

4β , then

χ5(ψ) = ±
√

−γ

2 tanhαβ
(√

−γ

2ψ
)

χ6(ψ) = ±
√

−γ

2 cothαβ
(√

−γ

2ψ
)

χ7(ψ) = ±
√

−γ

2
(
tanhαβ

(√
−2γψ

)
± i
√
αβsechαβ

(√
−2γψ

))
χ8(ψ) = ±

√
−γ

2
(
cothαβ

(√
−2γψ

)
±
√
αβcschαβ

(√
−2γψ

))
and

χ9(ψ) = ±
√

−γ

8

(
tanhαβ

(√
−γ

8ψ
)

+ cothαβ
(√

−γ

8ψ
))

where tanhαβ(ψ) = αeψ−βe−ψ

αeψ+βeψ and cothαβ(ψ) = αeψ+βe−ψ

αeψ−βeψ .

Case 4: If γ > 0 and η = γ2

4 , then

χ10(ψ) = ±
√
γ

2 tanαβ
(√

γ

2ψ
)

χ11(ψ) = ±
√
γ

2 cotαβ
(√

γ

2ψ
)

χ12(ψ) = ±
√
γ

2
(
tanαβ

(√
2γψ

)
±
√
αβ secαβ

(√
2γψ

))
χ13(ψ) = ±

√
γ

2
(
cotαβ

(√
2γψ

)
±
√
αβ cscαβ

(√
2γψ

))
and

χ14(ψ) = ±
√
γ

8

(
tanαβ

(√
γ

8ψ
)

+ cotαβ
(√

γ

8ψ
))

where tanhαβ(ψ) = αeψ−βe−ψ

αeψ+βeψ and cothαβ(ψ) = αeψ+βe−ψ

αeψ−βeψ . After taking this auxiliary differential
equation and considering the solution (2.15), we can write the first, second, and third-order derivatives
of (2.15) as follows:

uψ =
N−1∑
s=0

(s+ 1)as+1χ
s(ψ)χψ(ψ)

uψψ =
N−1∑
s=0

as+1
[
s(s+ 1)ηχs−1(ψ) + (s+ 1)(sγ + 1)χs+1(ψ) + (s+ 1)(s+ 2)χs+3(ψ)

]
and

uψψψ =
N−1∑
s=0

as+1
[
(s2 − 1)sηχs−2(ψ) + (s+ 1)2(sγ + 1)χs(ψ) + (s+ 1)(s+ 2)(s+ 3)χs+2(ψ)

]
χψ(ψ)

By equating the degrees of highest order linear term (u(p)(χ))r and highest degree nonlinear term
ul(χ)u(s)(χ) as required by the principle of homogeneous balance, we can define the pole order N
clearly. After this implementation, we obtain an algebraic system. By using the computer package
program, we can solve the algebraic system according to degrees of the χ, then the coefficients of the
polynomial (2.15) and parameters of (2.13) can be obtained. Finally, substituting the coefficients,
parameters, and the traveling wave transformation into the obtained polynomial, the solutions of
(2.12) are obtained.
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3. Solutions of LGHE

The Landau-Ginzburg-Higgs equation (LGHE) is a physics equation that arises in the fields of con-
densed matter physics and high energy physics, especially in the study of phase transitions, super-
conductivity, cosmology, optics and the behavior of certain field theories and it can be represented as
follows [23]:

∂2U

∂t2
− ∂2U

∂x2 − g2U + h2U3 = 0. (3.1)

Here, ∂2U
∂t2 represents the second partial derivative of a field U with respect to time t, which describes

the time evolution of the field. Moreover, ∂2U
∂x2 represents the second partial derivative of the field U

with respect to space x, which describes how the field varies in space. Besides, g is a constant that
determines the strength of the linear term, and h is another constant that determines the strength of
the quadratic nonlinear term. Using the following transformation

U(x, t) = u(ψ), ψ = µx− ct

we can reduce (3.1) into the following ODE:

(c2 − µ2) d
2u

dψ2 − g2u+ h2u2 = 0 (3.2)

After this reduction, we can use analytical approaches as follows:

3.1. IKM Sense

According to the IKM, we can think (3.2) has polynomial solution as:

u(ψ) =
N−1∑
s=−1

as+1χ
s+1(ψ)

where
χ(ψ) = ±(1 + exp(2ψ))−1/2

and u(ψ) adopts the given ordinary differential equation:

χ2
ψ = (χ2(χ4 − 2χ2 + 1))1/2

Then, according to the previous adoption and using the homogeneous balance principle, we obtain
pole order N = 2 and thus

u(ψ) = a0 + a1χ(ψ) + a2χ
2(ψ) (3.3)

After determining the quadratic polynomial,

u′′(ψ) = a1χ(ψ) + 4a2χ
2(ψ) − 4a1χ

3(ψ) − 12a2χ
4(ψ) + 3a1χ

5(ψ) + 8a2χ
6(ψ) (3.4)

Substituting (3.3) and (3.4) into (3.1), we obtain four cases solutions of LGHE.

Case 1:
a0 = − g

h3/2 , a1 = 0, a2 = 2g
h3/2 , c = −2µ2 − g2

2

U1 = − g

h3/2 tanh

µx−

√
2µ2 − g2

2 t

 (3.5)

Case 2:
a0 = − g

h3/2 , a1 = 0, a2 = 2g
h3/2 , c = 2µ2 − g2

2
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U2 = − g

h3/2 tanh

µx+

√
2µ2 − g2

2 t


Case 3:

a0 = g

h3/2 , a1 = 0, a2 = − 2g
h3/2 , c = −2µ2 − g2

2

U3 = g

h3/2 tanh

µx−

√
2µ2 − g2

2 t


Case 4:

a0 = g

h3/2 , a1 = 0, a2 = − 2g
h3/2 , c = −2µ2 − g2

2

U4 = g

h3/2 tanh

µx+

√
2µ2 − g2

2 t


3D surface, 2D plots, and contour plot of the kink type solution (3.5) are shown in Figure 1:

Figure 1. 3D surface, 2D plots, and contour plot of the kink type solution (3.5) for g = 3
√

2, h = 2,
and µ = 5

3.2. KRM Sense

Supposing the solution of (3.1) in the form:

u(ψ) =
N−1∑
s=−1

as+1χ
s+1(ψ)

where
χ(ψ) = 4α

4α2eψ + γe−ψ

such that γ = 4αβ and u(ψ) adopts the given ordinary differential equation:

χ2
ψ = χ2(1 − γχ2)

Then, according to the previous adoption and using the homogeneous balance principle, we obtain
pole order N = 1 and thus

u(ψ) = a0 + a1χ(ψ). (3.6)

After determining the first-degree polynomial,

u′′(ψ) = a1χ(ψ)(1 − 2γχ2(ψ)) (3.7)

Substituting (3.6) and (3.7) into (3.1), we obtain four cases solutions of LGHE.
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Case 1:
a0 = 0, a1 = −g

√
2γ

h3/2 , c =
√
µ2 + g2

U1 = −2g
√

2αβ
h3/2 sechαβ

(
µx−

√
µ2 + g2t

)
Case 2:

a0 = 0, a1 = g
√

2γ
h3/2 , c = −

√
µ2 + g2

U2 = 2g
√

2αβ
h3/2 sechαβ

(
µx+

√
µ2 + g2t

)
Case 3:

a0 = 0, a1 = −g
√

2γ
h3/2 , c =

√
µ2 + g2

U3 = 2g
√

2αβ
h3/2 sechαβ

(
µx−

√
µ2 + g2t

)
Case 4:

a0 = 0, a1 = −g
√

2γ
h3/2 , c = −

√
µ2 + g2

U4 = −2g
√

2αβ
h3/2 sechαβ

(
µx+

√
µ2 + g2t

)
(3.8)

3D surface, 2D plots, and contour plot of the bell shaped bright soliton solution (3.8) are shown in
Figure 2:

Figure 2. 3D surface, 2D plots, and contour plot of the bell shaped bright soliton solution (3.8) for
g = 3

√
2, h = 2, µ = 3

√
2, α=1, and β=1

3.3. SSM Sense

Supposing the solution of (3.1) in the form:

u(ψ) =
N−1∑
s=−1

as+1χ
s+1(ψ)

where χ(ψ) is the solution of (2.16). Then, according to the previous adoption and using the homo-
geneous balance principle, we obtain pole order N = 1 and thus

u(ψ) = a0 + a1χ(ψ) (3.9)

After determining the first-degree polynomial,

u′′(ψ) = a1γχ(ψ) + 2a1χ
3(ψ) (3.10)
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Substituting (3.9) and (3.10) into (3.1), we obtain four cases solutions of LGHE where

a0 = 0, a1 = ±
√

2(µ2 − c2)
h3/2 , and γ = g2

c2 − µ2

Case 1: If |c| > |µ| and η = 0, then

U1,1 = ±g
√

2αβ
h3/4 sechαβ

(
g√

c2 − µ2 (µx− ct)
)

and

U1,2 = ±ig
√

2αβ
h3/4 cschαβ

(
g√

c2 − µ2 (µx− ct)
)

(3.11)

3D surface, 2D plots, and contour plot of the kink type solution (3.11) are shown in Figure 3:

Figure 3. 3D surface, 2D plots, and contour plot of the kink type solution (3.11) for g = 3
√

2, h = 2,
µ = 2, α=1, β=1, and c = 1 and 2D plot for t = 0

Case 2: If |c| < |µ| and η = 0, then

U2,1 = ±g
√

2αβ
h3/4 secαβ

(
g√

µ2 − c2 (µx− ct)
)

and
U2,2 = ±g

√
2αβ

h3/4 cscαβ

(
g√

µ2 − c2 (µx− ct)
)

Case 3: If |c| < |µ| and η = g4

4β(c2−µ2)2 , then

U3,1 = ± g

h3/4 tanhαβ

(
g√

2(µ2 − c2)
(µx− ct)

)

U3,2 = ± g

h3/4 cothαβ

(
g√

2(µ2 − c2)
(µx− ct)

)
(3.12)

U3,3 = ± g

h3/4

[
tanhαβ

(
g

√
2

µ2 − c2 (µx− ct)
)

± i
√
αβsechαβ

(
g

√
2

µ2 − c2 (µx− ct)
)]

U3,4 = ± g

h3/4

[
cothαβ

(
g

√
2

µ2 − c2 (µx− ct)
)

±
√
αβcschαβ

(
g

√
2

µ2 − c2 (µx− ct)
)]

and
U3,5 = ± g

2h3/4

[
tanhαβ

g

2
√

2(µ2 − c2)
(µx− ct) + cothαβ

g

2
√

2(µ2 − c2)
(µx− ct)

]
3D surface, 2D plots, and contour plot of the multiple singular soliton type solution (3.12) are shown
in Figure 4:
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Figure 4. 3D surface, 2D plots, and contour plot of the multiple singular soliton type solution (3.12)
for g = 3

√
2, h = 16, µ = 2, α=1, β=0.5, and c = 1 and 2D plot when t = −10, t = −1, t = 0, t = 0.5,

t = 1, and t = 10, respectively

Case 4: If |c| > |µ| and η = g4

4(c2−µ2)2 , then

U4,1 = ±i g

h3/4 tanαβ

(
g√

2 (c2 − µ2)
(µx− ct)

)

U4,2 = ±i g

h3/4 cotαβ

(
g√

2 (c2 − µ2)
(µx− ct)

)
(3.13)

U4,3 = ±i g

h3/4

[
tanαβ

(
g

√
2

µ2 − c2 (µx− ct)
)

±
√
αβ secαβ

(
g

√
2

µ2 − c2 (µx− ct)
)]

U4,4 = ±i g

h3/4

[
cotαβ

(
g

√
2

µ2 − c2 (µx− ct)
)

±
√
αβ cscαβ

(
g

√
2

µ2 − c2 (µx− ct)
)]

and
U4,5 = ±i g

2
√

2h3/2

[
tanαβ

g

2
√

2(µ2 − c2)
(µx− ct) + cotαβ

g

2
√

2(µ2 − c2)
(µx− ct)

]
3D surface, 2D plots, and contour plot of the singular periodic soliton type solution (3.13) are shown
in Figure 5:

Figure 5. 3D surface, 2D plots, and contour plot of the singular periodic soliton type solution (3.13)
for g = 3

√
2, h = 16, µ = 2, α=1, β=1, and c = 1 and 2D plot when t = −10, t = 0, t = 0.5, and

t = 10, respectively

4. Conclusion

In conclusion, our investigation of the solitary wave solutions of (3.1) has provided intriguing insights
through three distinct approaches. We have identified four distinct solution scenarios using the IKM
and the KRM. The IKM approach revealed the emergence of hyperbolic-type solutions, as shown in
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Figure 1, featuring non-breaking, smooth traveling wave structures. Moreover, the KRM approach led
to the discovery of special hyperbolic-type solutions, exemplified by Figure 2. Furthermore, employ-
ing the SSM enabled us to derive several solitary wave solutions, including generalized hyperbolic and
trigonometric function solutions. It is worth noting that while these waves progress smoothly, they
exhibit a distinct turning point transition within this context. These findings provide valuable contri-
butions to understanding the intricate dynamics governed by (3.1). Given the observed effectiveness
of the methods on the double-order model, these methods can also be extended to different nonlinear
models. All the methods we have discussed offer the advantage of a systematic algorithmic structure,
enabling diverse solution forms through polynomial-type auxiliary equations and supporting the use
of computer software packages. However, their sole limitation is that they are only applicable to equa-
tions of even order and those with nonlinearity involving the square of the first derivative. Additionally,
employing various numerical methods from the literature to obtain different solution structures of the
LGH model will be beneficial for comparing the solutions. Furthermore, these methods can be applied
to the fractional LGH equation, a more generalized form of the LGH equation discussed in [21]. This
allows for easy comparison of the similarities and differences in solution structures.
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