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Türkiye, with its rich flora diversity, holds a significant share in global honey production. 

However, honey bee populations, essential for agricultural ecosystems, face multifaceted threats 

such as climate change, habitat degradation, diseases, parasites, and exposure to pesticides. 
Alongside the increasing global food demand driven by population growth, there is a pressing 

need for a substantial increase in honey production. In this context, advances in machine 

learning algorithms offer tools to predict future food needs and production levels. The objective 
of this work is to develop a predictive model using machine learning techniques to predict 

Türkiye's honey output in the next years. To achieve this goal, a range of machine learning 

algorithms including K-Nearest Neighbor, Random Forest, Linear Regression, and Gaussian 
Naive Bayes were employed. Following investigations, Linear Regression emerged as the most 

effective method for predicting honey production levels (R2= 0.97). 
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1. Introduction 
 

Honey is the main product of beekeeping, which makes a 

great contribution to the development of rural areas. Honey 

produced by honey bees is derived largely from flower nectar and 

is a sweet, natural food transformed by a group of enzymes found 

in the saliva of worker bees. Honey is aerated to evaporate its 

water and then stored in hives (Atanasov et al. 2023). Also, honey 

is one of the most important agricultural products for the Turkish 

economy. Considered the agricultural beekeeping center of the 

future due to the richness of its flora (75% of the world's species 

and varieties) and geographical structure, Türkiye is the world's 

largest honey producer after China (Coşkun 2019; Atanasov et 

al. 2023). However, honey bees, which play a critical role in 

agricultural production and the environment, are threatened by 

various factors such as climate change, habitat loss, diseases, 

ecto- and endoparasites and pesticides (Brown et al. 2016; Potts 

et al. 2016; Pătruică et al. 2021). Biotic and abiotic factors that 

affect the health status of honey bees also affect honey production 

(Olate-Olave et al. 2021). Previous studies have shown that 

climate parameters such as temperature, humidity and rainfall 

affect honey production and honey quality (Oroian et al. 2017; 

Clarke and Robert 2018; Fatima et al. 2022; Şengül et al. 2023). 

In addition, honey bee losses caused by pesticide use and the 

decrease in foraging activity, resulting from diminishing the 

amount of agricultural and forest areas, lead to a decrease in 

honey production (Ferreira et al. 2015; Alqarni et al. 2021; Abay 

et al. 2023). 

The exponential and unregulated growth of the global 

population will lead to a corresponding surge in the demand for 

food. For instance, it is stated that world food production must 

increase by approximately 60% to feed the world population in 

2050 (Van Dijk et al. 2021). When we look at Türkiye 

specifically, it is expected that the country's population will reach 

100.4 million by the year 2050 (TÜİK 2023). Considering the 

current population of 85 million, at least a 20% increase in honey 

production is required to maintain the supply-demand balance. 

Given the challenges honey bees are now facing, it is crucial to 

enhance honey output and productivity in order to fulfill the 

future need for food. 

Obtaining data on agricultural production before harvest 

provides significant advantages in both obtaining information 

about the production process and achieving sustainable 

development goals. In production estimates, reliable statistical 

procedures such as multivariate statistical methods are generally 

applied (Niazian and Niedbala 2020). Nowadays, with the rapid 

development of technology, approaches such as machine 

learning algorithms (MLA) based on statistical methods are 

widely used for production estimates and similar business 

processes (Ahmed and Hussain 2022). Machine learning (ML) is 

an important sub-branch of artificial intelligence, and its main 

purpose is to be able to handle complexities in large data sets and 

make such estimations because of their learning abilities 

(Kononenko 2001). While there is limited knowledge regarding 

the interaction of factors influencing honey production and their 

impact on honey production, one of the most significant 

approaches in this regard is the evaluation of honey production 

estimation within a ML model. 

Looking at the literature, although a lot of work has been 

done on various processes in different species using machine 

learning, there are few studies on honey bees. Nevertheless, 

studies have shown that machine learning techniques are quite 

suitable and useful for analyzing beekeeping data. Prešern and 

Smodiš Škerl (2019) used the Gradient Boosting Machine 

algorithm of the machine learning software H2O to estimate the 

parameters affecting queen body mass. They developed three 

different models using different parameter combinations and in 
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their results, they determined that "ovary mass" and "breeder" 

parameters are the most important factors in model estimations. 

Campbell et al. (2020) used machine learning to evaluate the 

capacity of both weather data and satellite-derived vegetation 

data to develop a predictive model for Marri honey harvest in 

South Western Australia. Regression Trees were able to predict 

Marri honey harvested per hive to a Mean Error (MAE) of 10.3 

kg. Calovi et al. (2021) aimed to evaluate the importance of 

weather, topography, land use and management factors on winter 

mortality in honey bee colonies using the Random Forest 

algorithm and to estimate survival given the existing factors. 

Random Forest estimated overwintering survival with 73.3% 

accuracy for colonies and 65.7% accuracy for beehives with 

managed Varroa mite populations. Additionally, growing degree 

days and precipitation in the warmest quarter of the previous year 

were the most important determinants at both levels. Veiner et al. 

(2022) tested three supervised learning algorithms (Random 

Forests, Lasso and Elastic net Regularized Generalized Linear 

Model, and Support Vector Machine) for their performance in 

characterizing transcriptomic patterns and identifying genes 

associated with honey bee waggle dance. By matching the 

analysis results with differential gene expression outputs, they 

identified two candidate genes for the neural regulation of waggle 

dance. Braga et al. (2023) developed a machine learning model 

to estimate temperature drops in honey bee colonies, the Long 

Short-Term Memory algorithm, which was applied to five real 

data sets with input factors of internal temperature, internal 

humidity, mean fanning, mean noise, mass and external 

temperature. Their results showed that they could predict the 

temperature 24 hours in advance with a Root Mean Square Error 

(RMSE) of 0.5%. 

Previous studies have explored the impact of some 

environmental factors and climatic conditions on honey 

production (Ferreira et al. 2015; Oroian et al. 2017; Clarke and 

Robert 2018; Alqarni et al. 2021; Fatima et al. 2022; Abay et al. 

2023; Şengül et al. 2023). Drawing on the information obtained 

from these studies, this study attempted to develop a predictive 

model using machine learning techniques to predict Türkiye's 

honey output over the next years. 

 

2. Material and Methods 
 

2.1. Material 
 

This study incorporates eight distinct attributes: honey 

production volume, number of enterprises, number of colonies, 

pesticide application, agricultural and forest land coverage, as 

well as temperature and rainfall. The selection of these attributes 

was informed by their relevance to honey production dynamics. 

Given the systematic recording of agricultural data in Türkiye 

since the early 2000s, this study utilized annual data collected 

between 2000 and 2022 as the TrbalDataSet training set. 

Agricultural data was sourced from the Republic of Türkiye 

Ministry of Agriculture and Forestry website, while 

meteorological data was obtained from the Turkish State 

Meteorological Service website. There is no null value in the data 

set. In the study, the min-max normalization method was applied 

to normalize the data set values between 0 and 1. 
 

2.2. Methods 
 

The study employed the Python programming language, 

along with popular libraries such as Pandas, Numpy, Matplotlib, 

and Scipy, for coding machine learning algorithms. A 75% 

portion of the dataset was allocated for the training phase of each 

algorithm, while the remaining 25% served as the test set to 

assess the accuracy of predictions derived from this training. 

The creation of estimation models involved the selection of 

commonly used machine learning methods, outlined below: 

- K-Nearest Neighbors (KNN): KNN is a non-parametric 

supervised learning algorithm employed in classification and 

regression domains. Its popularity has surged across diverse 

fields due to its simplicity of application and reliance on a 

straightforward mathematical foundation. The algorithm 

identifies the nearest neighbors to a given point and utilizes these 

points for estimations. At its core, KNN operates on the concept 

that the outcome of an event mirrors that of its closest 

neighboring events. The parameter "K" signifies the number of 

closest points considered in the estimation process (Hai et al. 

2023). 

- Random Forest (RF): This algorithm operates as an 

ensemble learning method founded on decision trees, a type of 

supervised learning technique commonly utilized in machine 

learning to construct estimation models. Specifically, it forms a 

random forest, which is an assembly of decision trees trained 

through the bagging method. The rationale behind employing the 

bagging method is to enhance overall results by combining 

multiple learning models (Breiman 2001). The Random Forest 

approach proves highly effective when dealing with datasets 

featuring a multitude of predictors, especially in cases where 

variable relationships are nonlinear or intricate. This is because it 

offers flexibility and is not constrained by specific distributions 

(Shoemaker et al. 2018). 

- Linear Regression (LR): Linear Regression stands as a 

machine learning technique employed to quantify the association 

between two variables. The objective of this method is to model 

the linear correlation between the independent variable (x) and 

the dependent variable (y). Its primary aim is to predict the 

dependent variable based on the values of the independent 

variables (Maulud and Abdulazeez 2020). 

- Gaussian Naive Bayes (GNB): Developed on the principles 

of Bayes theorem, Naive Bayes stands out as one of the most 

straightforward, comprehensible, and practical machine learning 

algorithms employed in classification tasks. The term "naive" is 

attributed to the algorithm due to its assumption of independence 

among features during the classification process (John and 

Langley 2013). 

The test set was contrasted with the values generated by the 

algorithms' estimations, and the evaluation encompassed the 

coefficient of determination (R2) along with error metrics, 

including Root Mean Square Error (RMSE), Mean Absolute 

Percentage Error (MAPE), and Mean Absolute Error (MAE) 

(Rahman et al. 2021). Previous studies (Gültepe 2019; Rahman 

et al. 2021) indicate that algorithms exhibiting R2 values nearing 

1 and error values approaching 0 are considered the most 

effective. 

 

3. Results and Discussion 
 

In tests conducted with machine learning, metrics such as R2, 

MSE, RMSE and MAE were taken into account in evaluating the 

performance of the algorithms. Accordingly, in Table 1, the 

lowest RMSE (2966.83) value among the algorithms for honey 

production estimation was calculated for LR. Similarly, in terms 

of MAE (2455.34), MAPE (0.03), MedAE (2953.96) values, the 

lowest was calculated for the LR algorithm. Another important 

metric  that measures the  performance  of  the  ML  model  is R2.  
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Table 1. Comparison of the results of machine learning algorithms used on TrbalDataSet 

Algoritms R2 RMSE MAE MAPE MedAE 

K-Nearest Neighbors (KNN) 0.60 11635.88 9265.17 0.10 6998.50 

Random Forest (RF) 0.58 11864.28 9678.50 0.10 8238.50 

Linear Regression (LR) 0.97 2966.83 2455.34 0.03 2953.96 

Gauss Naive Bayes (GNB) 0.60 11635.88 9265.17 0.10 6998.50 

* R2, coefficient of determination; RMSE, Root Mean Square Error; MAE, Mean Absolute Error; MAPE, Mean Absolute Percentage Error; MedAE, median absolute 

error. 

 

Looking at the table 1, R2 values for KNN, RF, LR and GNB are 

calculated as 0.60, 0.58, 0.97, 0.60 respectively. The highest R2 

value was obtained for LR, indicating higher accuracy. 

After data learning, the regression graphs obtained for trains 

and tests are shown in Figure 1. The obtained graphs demonstrate 

the concordance between the algorithm and real data. When 

examining the graphs, it is evident that the Linear Regression 

algorithm is the most compatible with the real data. 

According to the scores obtained, the Linear Regression 

method showed the highest performance and provided 

convincing evidence that annual honey production estimation is 

possible. When we estimate honey production in 2050 with the 

data between 2000 and 2022 using this algorithm, it is expected 

that 218,271.34 tons of production will occur. This amount is 

more than 60% of the 2022 honey production amount and meets 

the previously mentioned food production increase required by 

2050 (Van Dijk et al. 2021). Honey production is affected by 

environmental factors (Ferreira et al. 2015; Oroian et al. 2017; 

Clarke and Robert 2018; Alqarni et al. 2021; Fatima et al. 2022; 

Abay et al. 2023; Şengül et al. 2023). Suitable areas are required 

to carry out beekeeping activities, and forest areas are ideal 

regions for beekeeping in terms of climate conditions and 

vegetation (Güngör and Ayhan 2016). In particular, the honey 

forest action plan, which was implemented by the Türkiye 

Ministry of Agriculture and Forestry in 2013 to increase honey 

production and is still ongoing (Karaağaç and Bulut 2023), is 

thought to have had a significant impact on the increase in the 

honey production amount, number of enterprises, number of 

colonies, and amount of forest area over the last 10 years. 

Considering these effects, similar projects should be increased in 

the coming years and Türkiye's beekeeping potential should be 

utilized more. Thus, by increasing honey production, positive 

results will be achieved in terms of food security. 

No prior studies have been identified in Türkiye where the 

quantity of honey production was estimated using machine 

learning techniques. While various traditional statistical methods 

have been employed to estimate honey production, these 

approaches provide shorter-term and comparatively less reliable 

predictions. For instance, Burucu and Gülse Bal (2017) 

conducted a 7-year (2017-2023) estimation using the ARIMA 

model with data sourced from TURKSTAT, projecting a 

continuous increase in honey production in Türkiye, reaching 

121,216 tons in 2023. In a separate study, the ARIMA model was 

utilized to predict honey supply and demand in Türkiye for the 

period 2016-2023. The study estimated honey supply per capita 

to be 1.43 kg in 2017 and 1.54 kg in 2023 (Naseri et al. 2016). 

Çukur and Çukur (2021) aimed to estimate the quantity of honey 

production in Türkiye using the Box Jenkins ARIMA model, 

incorporating honey production data from 1990-2019. The 

results suggested an estimated honey production of 123420 tons 

in the year 2025. However, these models tend to produce 

inaccurate estimations when dealing with multidimensional input 

data. Recognizing this limitation, machine learning is now widely 

adopted, offering highly accurate predictions for complex 

activities, such as agricultural production, by considering 

numerous ecological variables (Rahman et al. 2021). 

Nevertheless, the pervasive issue of climate change poses a 

significant challenge to the accuracy of future honey production 

estimates. Climate change has far-reaching implications for 

ecological systems and honey bee populations, being closely 

linked to colony collapse disorder (Pătruică et al. 2021; Şengül et 

al. 2023). The adverse effects on pollination activities and overall 

productivity, coupled with the potential increase in infectious 

diseases and parasites, such as Varroa destructor, highlight the 

vulnerability of honey bee colonies (Klein et al. 2007; Switanek 

et al. 2015). Unfortunately, these challenges are expected to 

intensify in the years to come (Varol and Yücel 2019). To 

mitigate these risks, various adaptation strategies have been 

proposed, including reforestation, hive sterilization 

improvement, queen bee replacement, artificial feeding, 

breeding, migratory beekeeping, honey crop cultivation, changes 

in apiary management, adoption of good beekeeping practices, 

seeking technical assistance, and maintaining comprehensive 

records. However, obstacles such as insufficient funding, limited 

availability of suitable beekeeping land, and bureaucratic 

challenges in migratory beekeeping impede the widespread 

adoption of these strategies by beekeepers (Şengül et al. 2023). 

 

4. Conclusions 
 

This study has utilized machine learning to create a 

prediction model for Türkiye's honey production, offering a fresh 

perspective to help understand the intricate dynamics of honey 

production. Despite the reliability of the metrics obtained from 

our analysis, it is advisable to consider additional production 

dynamics to offer a more comprehensive outlook for the 

upcoming years. Nevertheless, shortcomings exist in beekeeping 

production data within Türkiye, particularly in health records.. 

To improve production forecasts and realistically portray food 

supply and demand in the future, a meticulous record-keeping 

approach is essential. Moreover, it is crucial to embrace climate 

change adaptation strategies and to advocate for these strategies 

to be part of agricultural policy in order to sustain economic 

activities in beekeeping, especially honey production, in Türkiye. 

In summary, while machine learning, specifically the Linear 

Regression method, proves invaluable in refining the accuracy of 

honey production estimates, the urgent challenges presented by 

climate change highlight the necessity for ongoing research, 

innovation, and collaborative endeavours. These efforts are 

critical for ensuring the sustainability of beekeeping practices and 

addressing food security concerns in the face of evolving 

environmental dynamics. 
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Figure 1. The train and test regression graphs obtained from the algorithms. The red dots represent real data, while the blue curves represent estimated 
data. a) KNN train and test graph b) RF train and test graph c) LR train and test graph d) GNB train and test graph. 
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