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Abstract

Coding/decoding algorithms carry out vital importance to providing
information security since information security is very important for all
people in recent years. In this study, we consider two new coding/decoding
algorithms by means of J-matrices with elements generalized Jacobsthal
and Jacobsthal-Lucas numbers. We used blocked message matrices for
our models and we have different keys for the encryption of each message
matrix. These new algorithms will give us opportunity for increasing the
security of information and high correct ability.

Keywords : Encoding-Decoding algorithms, Jacobsthal sequence, Jacobsthal-
Lucas sequence

AMS Classifications : 68P30, 11B83, 11B50, 14G50, 11T71

1 Introduction and Preliminaries

Integer sequences, such as Fibonacci, Lucas, Jacobsthal, Jacobsthal Lucas, Pell
charm us with their abundant applications in science and art. Many properties
of these sequences were deduced directly from elementary matrix algebra. Fi-
bonacci coding and cryptography were studied in detail by the authors in [2].
The generalized relations among the code elements for Fibonacci coding theory
were investigated in [4]. An application of mobile phone encryption based on
Fibonacci structure of chaos was given in [5]. The generalization of golden cryp-
tography based on k-Fibonacci numbers was denoted in [6]. A novel approach for
information security with automatic variable key using Fibonacci Q-matrix was
given in [7]. A Fibonacci-polynomial based coding method with error detection
and correction was studied in [8]. In [10], Prasad expressed coding theory on
Lucas p-numbers and the authors investigated a new coding/decoding algorithm
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using Fibonacci numbers in [11]. Right circulant matrices with generalized Fi-
bonacci and Lucas polynomials for coding theory were demonstrated in [12]. A
new application to coding theory via Fibonacci and Lucas numbers was denoted
in [13].
In this study, we introduce two new coding/decoding algorithms using Ja-

cobsthal J-matrices and C-matrices. The basic idea of our method depends on
dividing the message matrix into the block matrices of size 2×2. Because of
using mixed type algorithm and different numbered alphabet for each message,
we have a more safely coding/decoding method. The alphabet is determined by
the number of block matrices of the message matrix. Our method will not only
increase the security of information but also has high correct ability for data
transfer over communication channel.
The Jacobsthal and Jacobsthal Lucas sequences are defined recurrently by

jn = jn−1 + 2jn−2, (j0 = 0, j1 = 1)

cn = cn−1 + 2cn−2, (c0 = 2, c1 = 1)

where n ≥ 1 any integer. These sequences can be generalized by preserving the
relation of sequence, altering the initial conditions or by altering the relation of
sequence preserving the initial conditions.
Let be n ∈ N , k > 0 any real number. Then k-Jacobsthal sequence {̂k,n}n∈N

and k-Jacobsthal Lucas sequence {ĉk,n}n∈N are defined by the recurrence rela-
tion ̂k,n = k̂k,n−1 + 2̂k,n−2, with initial conditions ̂k,0 = 0, ̂k,1 = 1 and
ĉk,n = kĉk,n−1 + 2ĉk,n−2, with initial conditions ĉ0 = 2, ĉ1 = k respectively.
The relation ĉk,n = k̂k,n + 4̂k,n−1 is established.

Definition 1 For n ∈ N, k > 0 any real number, then k-Jacobsthal matrix

sequence
(
Ĵk,n

)
n∈N

is defined by the following recurrence relation

Ĵk,n+2 = kĴk,n+1 + 2Ĵk,n

with the initial conditions

Ĵk,0 =

(
1 0
0 1

)
and Ĵk,1 =

(
k 2
1 0

)
.

For n ∈ N, k > 0 any real number, then k-Jacobsthal Lucas matrix sequence(
Ĉk,n

)
n∈N

is defined by the recurrence relation

Ĉk,n+2 = kĈk,n+1 + 2Ĉk,n

with initial conditions

Ĉk,0 =

(
k 4
2 −k

)
and Ĉk,1 =

(
k2 + 4 2k
k 4

)
.
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Theorem 2 Let n be a positive integer and k > 0 any real number, we have

Ĵk,n =

(
̂k,n+1 2̂k,n
̂k,n 2̂k,n−1

)
, Ĉk,n =

(
ĉk,n+1 2ĉk,n
ĉk,n 2ĉk,n−1

)
,

Ĵk,m+n = Ĵk,m.Ĵk,n

Ĵk,n = Ĵnk,1

Ĉk,0Ĵk,n = Ĉk,n

Ĉk,n+1 = Ĉk,1Ĵk,n

Ĉk,n = kĴk,n + 4Ĵk,n−1.

1.1 ANewCoding/DecodingMethod using J-Matrix with
Jacobsthal Numbers

In this part, we give a new coding/decoding algorithms using Jacobsthal and
generalized P—numbers. We put our message in a matrix of even size adding
a zero between two words and at the end of the message until the size of the
message matrix is even. Dividing the 2m × 2m message matrix M into 2 × 2
block matrices from left to right, Bi for i = 1, ...,m2, we get a new coding
method.
If we demonstrate the symbols of the coding method, that matrices Bi, Ei

and Ĵk,n are of the following forms:

Bi =

(
bi1 bi2
bi3 bi4

)
, Ei =

(
ei1 ei2
ei3 ei4

)
, Ĵk,n =

(
̂1 ̂2
̂3 ̂4

)
.

The number of the block matrices Bi is denoted by b. According to b, we
choose the number n as follows:

n =

{
2, b ≤ 2
b, b > 2

Using the choosen n, we write the following letter table according to mod27
(this table can be extended according to the used characters in the message
matrix). We begin the “n”for the first character.

A B C D E F G H I J
n n+1 n+2 n+3 n+4 n+5 n+6 n+7 n+8 n+9
K L M N O P R Q S T

n+10 n+11 n+12 n+13 n+14 n+15 n+16 n+17 n+18 n+19
U V W X Y Z 0

n+20 n+21 n+22 n+23 n+24 n+25 n+26
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Now we explain the following new coding and decoding algorithms.
Coding Algorithm (Jacobsthal Blocking Algorithm)
Step 1. Divide the matrix M into blocks Bi (1 ≤ m ≤ 2).
Step 2. Choose n.
Step 3. Determine bij ,(1 ≤ j ≤ 4)
Step 4. Compute det(Bi)→ di.
Step 5. Construct F = [di, bij ,]j∈{1,3,4}.
Step 6. End of algorithm.
Decoding Algorithm
Step 1. Compute Ĵk,n.
Step 2. Determine ̂i (1 ≤ i ≤ 4).
Step 3. Evaluate ̂1bi3 + ̂3b

i
4 → ei3(1 ≤ i ≤ m2)

Step 4. Evaluate ̂2bi3 + ̂4b
i
4 → ei4

Step 5. Find (−2)ndi = ei4
(
̂3xi + ̂1b

i
1

)
− ei3

(
̂4xi + ̂2b

i
1

)
Step 6. Substitute for xi = bi2
Step 7. Construct Bi.
Step 8. Construct M.
Step 9. End of algorithm.
In the following examples we give applications of the above algorithm for

b > 2 and b ≤ 2 respectively.

Example 3 Let’s consider the message matrix for the following message text

”MAGIC NUMBERS”.

We get the following message matrix M :

M =


M A G I
C 0 N U
M B E R
S 0 0 0


Step1. We divide the message matrix M of size 2 × 2 into the matrices,

named Bi (1 ≤ m ≤ 2), from left to right:

B1 =

[
M A
C 0

]
B2 =

[
G I
N U

]
B3 =

[
M B
S 0

]
B4 =

[
E R
0 0

]
Step2. b = 4 > 2. For n = 4, we use the "character table" for the message

matrix M :
M A G I M B E R
16 4 10 12 16 5 8 21
C 0 N U S 0 0 0
6 3 17 24 22 3 3 3

Step3. The elements of the blocks Bi (1 ≤ i ≤ 4) as follows:

b11 = 16 b12 = 4 b13 = 6 b14 = 3
b21 = 10 b22 = 12 b23 = 17 b24 = 24
b31 = 16 b32 = 5 b33 = 22 b34 = 3
b41 = 8 b42 = 21 b43 = 3 b44 = 3
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Step4. We calculate the determinants di of the blocks Bi:

d1 = det(B1) = 24
d2 = det(B2) = 36
d3 = det(B3) = −62
d4 = det(B4) = −39

Step5. Using Step3 and Step4, we construct the F matrix:

F =


24 16 6 3
36 10 17 24

−474???? 16 22 3
−39 8 3 3


Step6. End of algorithm.
Decoding Algorithm
Step1. We choose k = 1, n = 4 and compute

Ĵk,n =

[
j1,5 2j1,4
j1,4 2j1,3

]
=

[
j1 j2
j3 j4

]
=

[
11 10
5 6

]
Step2. We determine

j1 = 11 j2 = 10 j3 = 5 j4 = 6

Step3. We compute the elements ei3 to construct the matrix Ei:

e13 = 81 e23 = 307 e33 = 257 e43 = 48

Step4. We compute the elements ei4 to construct the matrix Ei:

e14 = 78 e24 = 314 e34 = 238 e44 = 48

Step5. We calculate the elements xi:

(−2)4.24 = 78(16.11 + x1.5)− 81(16.10 + x1.6)
x1 = 4

(−2)4.36 = 314(10.11 + x2.5)− 307(10.10 + x2.6)
x2 = 12

(−2)4.(−62) = 238(16.11 + x3.5)− 257(16.10 + x3.6)
x3 = 5

(−2)4.(−39) = 48(8.11 + x4.5)− 48(8.10 + x4.6)
x4 = 21

Step6. We determine xi as bi:

x1 = b
1
2 = 4 x2 = b

2
2 = 12 x3 = b

3
2 = 5 x4 = b

4
2 = 21
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Step7. We construct the block matrices Bi:

B1 =

[
16 4
6 3

]
B2 =

[
10 12
17 24

]
B3 =

[
16 5
22 3

]
B4 =

[
8 21
3 3

]
Step8. We obtain the message matrix M :

M =


16 4 10 12
6 3 17 24
16 5 8 21
22 3 3 3

 =

M A G I
C 0 N U
M B E R
S 0 0 0


Step9. End of algorithm.
Jacobsthal Lucas Blocking Algorithm
Coding Algorithm
Step 1. Divide the matrix M into blocks Bi (1 ≤ m ≤ 2).
Step 2. Choose n.
Step 3. Determine bij ,(1 ≤ j ≤ 4).
Step 4. Compute det(Bi)→ di.
Step 5. Construct F = [di, bij ,]j∈{1,3,4}.
Step 6. End of algorithm.
Decoding Algorithm
Step 1. Compute Ĉn+1.
Step 2. Determine Ĉi (1 ≤ i ≤ 4).
Step 3. Evaluate c1b

i
1 + c2b

i
2 → ei1(1 ≤ i ≤ m2).

Step 4. Evaluate c3b
i
1 + c4b

i
2 → ei3.

Step 5. Find
(
2k2 + 16

)
(−2)ndi = ei1

(
c3xi + c4b

i
4

)
− ei3

(
c1xi + c2b

i
4

)
.

Step 6. Substitute for xi = bi2.
Step 7. Construct Bi.
Step 8. Construct M.
Step 9. End of algorithm.
In the following examples we give applications of the above algorithm for

b > 2 and b ≤ 2 respectively.

Example 4 Let’s consider the message matrix for the following message text

”JACOBSTHAL LUCAS BLOCKİNG ALGORITHM ”

We get the following message matrix M :

M =


J A C O B S
T H A L 0 L
U C A S 0 B
L O C K I N
G 0 A L G O
R I T H M 0


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Step1. We divide the message matrix M of size 6 × 6 into the matrices,
named Bi (1 ≤ m ≤ 2), from left to right, each of size is 2× 2

B1 =

[
J A
T H

]
B2 =

[
C O
A L

]
B3 =

[
B S
0 L

]
B4 =

[
U C
L O

]
B5 =

[
A S
C K

]
B6 =

[
0 B
I N

]
B7 =

[
G 0
R I

]
B8 =

[
A L
T H

]
B9 =

[
G O
M 0

]
Step2. b = 9 > 2. For n = 9, we use the "character table" for the message

matrix M :

J A C O B S U C A S 0 B G 0 A L G O
18 9 11 13 10 0 2 11 9 0 8 10 15 8 9 20 15 13
T H A L 0 L L O C K I N R I T H M 0
1 16 9 20 8 20 20 13 11 19 17 22 26 17 1 16 21 8

Step3. The elements of the blocks Bi (1 ≤ i ≤ 9) as follows:

b11 = 18 b12 = 9 b13 = 1 b14 = 16
b21 = 11 b22 = 13 b23 = 9 b24 = 20
b31 = 10 b32 = 0 b33 = 8 b34 = 20
b41 = 2 b42 = 11 b43 = 20 b44 = 13
b51 = 9 b52 = 0 b53 = 11 b54 = 19
b61 = 8 b62 = 10 b63 = 17 b64 = 22
b71 = 15 b72 = 8 b73 = 26 b74 = 17
b81 = 9 b82 = 20 b83 = 21 b84 = 8
b91 = 15 b92 = 13 b93 = 21 b94 = 8

Step4. We calculate the determinants di of the blocks Bi:

d1 = det(B1) = 279
d2 = det(B2) = 103
d3 = det(B3) = −200
d4 = det(B4) = −194
d5 = det(B5) = −171
d6 = det(B6) = −6
d7 = det(B7) = −47
d8 = det(B8) = −124
d9 = det(B9) = −153
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Step5. Using Step3 and Step4 we construct the F matrix:

F =



279 18 1 16
103 11 9 20
200 10 8 20
−194 2 20 13
171 9 11 19
6 8 17 22
47 15 26 17
124 9 1 16
−153 15 21 8


Step6. End of algorithm.
Decoding Algorithm
Step1. We choose k = 1 , n = 2 and compute

Cn+1 =

[
c1,4 2c1,3
c1,3 2c1,2

]
=

[
C1 C2
C3 C4

]
Step2. We determine

C1 = 17 C2 = 14 C3 = 7 C4 = 10

Step3. We compute the elements ei1 to construct the matrix Ei:

e11 = 320 e21 = 313 e31 = 282 e41 = 314 e51 = 307
e61 = 374 e71 = 619 e81 = 167 e91 = 549

Step4. We compute the elements ei3 to construct the matrix Ei:

e13 = 136 e23 = 167 e33 = 150 e43 = 214 e53 = 173
e63 = 226 e73 = 365 e83 = 73 e93 = 315
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Step5. We calculate the elements xi:

(−2)2.18.279 = 320(16.10 + x1.7)− 136(16.14 + x1.17)
x1 = 9

(−2)2.18.103 = 313(20.10 + x2.7)− 167(20.14 + x2.17)
x2 = 13

(−2)2.18.200 = 282(20.10 + x3.7)− 150(20.14 + x3.17)
x3 = 0

(−2)2.18.(−194) = 314(13.10 + x4.7)− 214(13.14 + x4.17)
x4 = 11

(−2)2.18.171 = 307(19.10 + x5.7)− 173(19.14 + x5.17)
x5 = 0

(−2)2.18.6 = 374(22.10 + x6.7)− 226(22.14 + x6.17)
x6 = 10

(−2)2.18.47 = 619(17.10 + x7.7)− 365(17.14 + x7.17)
x7 = 8

(−2)2.18.124 = 167(16.10 + x8.7)− 73(16.14 + x8.17)
x8 = 20

(−2)2.18.(−153) = 549(8.10 + x9.7)− 315(8.14 + x9.17)
x9 = 13

Step6. We determine xi as bi:

x1 = b
1
2 = 9 x2 = b

2
2 = 13 x3 = b

3
2 = 0 x4 = b

4
2 = 11 x5 = b

5
2 = 0

x6 = b
6
2 = 10 x7 = b

7
2 = 8 x8 = b

8
2 = 20 x9 = b

9
2 = 13

Step7. We construct the block matrices Bi:

B1 =

[
18 9
1 16

]
B2 =

[
11 13
9 20

]
B3 =

[
10 0
8 20

]
B4 =

[
2 11
20 13

]
B5 =

[
9 0
11 19

]
B6 =

[
8 10
17 22

]
B7 =

[
15 8
26 17

]
B8 =

[
9 20
1 16

]
B9 =

[
15 13
21 8

]
Step8. We obtain the message matrix M :

M =


18 9 11 13 10 0
1 16 9 20 8 20
2 11 9 0 8 10
20 13 11 19 17 22
15 8 9 20 15 13
26 17 1 16 21 8

 =

J A C O B S
T H A L 0 L
U C A S 0 B
L O C K I N
G 0 A L G O
R I T H M 0


Step9. End of algorithm.
Conclusions
In this article, we developed a new algorithm in coding theory with the help

of J-matrix and C-matrix. In this algorithm, we divide the desired message
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into blocks and transform the message matrix into an encoded message matrix.
In the decryption process, we converted the encrypted message matrix to the
desired message matrix by using the J-matrix and C-matrix.
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[13] Uçar, S., Taş N., Özgür N.Y., A New Application to Coding Theory via
Fibonacci and Lucas Numbers, Mathematical Sciences and Applications
e-Notes,7(1), (2019), 62-70.

11




