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Abstract
This paper focuses on the determination of initial values in fractional wave equations. As
is known, there are two initial conditions in fractional wave equations, and we aim to
reconstruct these two unknown quantities through the minimum possible lateral Cauchy
data. We construct the Liouville theorem on complex plane with the negative real axis
removed, which helps us to prove the uniqueness of the inverse problem under consid-
eration. In the final section of this paper, we propose an algorithm that utilizes lateral
Cauchy data to recover the two initial values.
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1. Introduction
Many problems in the fields of science and engineering have encountered anomalous

diffusion processes whose mean square displacement behaves like Ctα, α ∈ (1, 2) as t → ∞.
For describing these anomalous diffusion, a time-fractional diffusion-wave equation

∂α
t u(x, t) − ∂2

xu(x, t) = 0, (x, t) ∈ (0, 1) × (0, T ) (1.1)
is introduced. Here ∂α

t is Caputo derivative of order α ∈ (1, 2) and is usually defined by

∂α
t ϕ(t) = 1

Γ(2 − α)

∫ t

0

ϕ′′(τ)
(t− τ)α−1dτ, t > 0,

where Γ(·) is a usual Gamma function. The fractional models account for memory effects
and non-Gaussian statistics, which makes it as a powerful tool to describe anomalous
phenomena including non-Fickian growth rates, skewness and long-tailed profile,see [1,7],
and the references therein.

On the basis of the methods such as the Mittag-Leffler function and Laplace trans-
form, important theoretical results including the unique existence and stability estimates
of solutions to fractional diffusion-wave equations were established, see e.g., [4,6,17]. Fur-
thermore, the methods developed in solving the above problem also contribute to the
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subsequent researches. For example, the fractional wave equation exhibits power-law de-
cay (see, e.g., [8,9]. In addition to asymptotic behaviors, unique continuation [13] and the
maximum principle [15] have been shown for fractional models.

On the other hand, the fractional wave equation usually contains parameters that can-
not be observed directly. For this, we need additional data and rely on inverse problem
methodologies. In recent years, significant progress has been made in the field of inverse
problems of fractional equation, and while we cannot provide a comprehensive list, the
following resources are recommended: For the backward problem, refer to [3, 19]. For co-
efficient inverse problems, see [11,18]. For inverse source problems, consider [2,14,20]. For
the uniqueness of fractional order determination, refer to [10,12]. And for the determina-
tion of two initial values, see [21], which shows uniqueness using boundary measurements
under homogeneous Neumann boundary conditions.

Despite the above achievement, the study of inverse problems for fractional wave equa-
tions through lateral Cauchy data still faces many challenges. Therefore, we consider

Problem 1.1. Let u ∈ L∞(0, T ;H2(0, 1)) be a solution to the problem (1.1). We will
discuss whether the two unknowns u0 := u(·, 0), u1 := ut(·, 0) can be uniquely determined
by the lateral Cauchy data u(0, ·) and ux(0, ·) in (0, T ).

It should be mentioned here that the measurement data is minimum possible. Let us
consider the problem:

∂α
t u(x, t) − ∂2

xu(x, t) = 0, (x, t) ∈ (0, 1) × (0, T ).
It is easy to verify that u(x, t) = sin(πx)Eα(−π2tα) satisfies the aforementioned equation,
where

Eα,β(z) :=
∞∑

k=0

zk

Γ(αk + β)
, β > 0

is the twoparameter Mittag-Leffler function defined for z ∈ C. If β = 1, we write Eα,1 = Eα

and call it the oneparameter MittagLeffler function. Since
∂α

t u(x, t) = −π2 sin(πx)Eα(−π2tα) = ∂2
xu(x, t).

Then we can directly verify that{
u(x, 0) = sin(πx), ut(x, 0) = 0,
u(0, t) = 0, ux(0, t) = πEα(−π2tα).

This example indicates that only measurement data u(0, t) = 0 can not derive the u(x, 0) =
ut(x, 0) = 0. So we need the measurement data is minimum possible. If we replace sin(πx)
with cos(πx), we can arrive at a similar conclusion.

This is the first time to consider recovering the two initial values of the fractional wave
equation by lateral Cauchy data in contrast to [21]. We have the uniqueness result.

Theorem 1.2. Let u ∈ L∞(0, T ;H2(0, 1)) be a solution to the equation (1.1). Then we
have u0(x) = u1(x) = 0, x ∈ [0, 1] provided that u(0, ·) = ux(0, ·) ≡ 0 in [0, T ].

2. Proof of the main theorem
2.1. Initial-boundary value problem

Letting u0 ∈ H2(0, 1), u1 ∈ H1(0, 1) and g ∈ L∞(0, T ), we consider the following
initial-boundary value problem

∂α
t u(x, t) − ∂2

xu(x, t) = 0 in (0, 1) × (0, T ),
u(x, 0) = u0(x), ut(x, 0) = u1(x) in (0, 1),
ux(0, ·) = 0, ux(1, ·) = g in (0, T ).

(2.1)
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Lemma 2.1 ([16]). If 0 < α < 2 is an arbitrary real number, µ is such that απ
2 < µ <

min{π, πα}, and C are real constants, then

|Eα,α(z)| ≤ C

(1 + |z|)2 , (| arg(z)| ≤ µ).

We can obtain the estimate for the solution u:

Lemma 2.2. Let T > 0 be a fixed constant, then the problem (2.1) admits a unique
solution u ∈ L∞(0, T ;H2(0, 1)). Moreover, there exists constants C and M such that

|u(0, t)| ≤ CeMT , for any t ∈ (0, T ).
Here the constants C,M > 0 are independent of T but may depend on α, u0, u1.

Proof. By the superposition principle, we divide the problem (2.1) into two subproblems,
that is u = w + v, where w and v are the solution to the following initial-boundary value
problems: 

∂α
t w(x, t) − ∂2

xw(x, t) = 0 in (0, 1) × (0, T ),
w(x, 0) = u0(x), wt(x, 0) = u1(x) in (0, 1),
wx(0, ·) = 0, wx(1, ·) = 0 in (0, T ),

(2.2)

and 
∂α

t v(x, t) − ∂2
xv(x, t) = 0 in (0, 1) × (0, T ),

v(x, 0) = 0, vt(x, 0) = 0 in (0, 1),
vx(0, ·) = 0, vx(1, ·) = g in (0, T )

(2.3)

respectively. For (2.2), by an argument similar to [2] we can get w(x, t) is of exponential
growth with respect to time, that is, ∥w(·, t)∥H1(0,1) ≤ CeMT for any t in (0, T ). The
constant C only depends on u0, u1.

Next we prove that there holds a similar estimate for the solution v in (2.3). For this, we
set {λn, φn}∞

n=1 are Neumann eigensystems of the elliptic operator −∂2
x. It is well known

that 0 = λ1 ≤ λ2 ≤ λ3 ≤ · · · and λn → ∞ as n → ∞, and that the sequence {φn}∞
n=1

is orthonormal basis in L2(0, 1). Then taking the scalar product of (2.3) with φn and
integrating by parts, we arrive at

∂α
t

∫ 1

0
v(x, t)φn(x)dx−

∫ 1

0
v(x, t)∂2

xφn(x)dx

=φn(1)g(t) − ∂xφn(1)h1(t) + ∂xφn(0)h0(t) = φn(1)g(t).

Setting H(t) := φn(1)g(t), from [5], it follows that vn(t) :=
∫ 1

0 v(x, t)φn(x)dx solve the
following initial value problem for the ordinary differential equation{

∂α
t vn(t) + λnvn(t) = H(t) in (0, T )
vn(0) = d

dtvn(0) = 0.

By the use of the Mittag-Leffler function, it is not difficult to see that

vn(t) =
∫ t

0
(t− s)α−1Eα,α (−λn(t− s)α)H(s)ds,

from which we can get the solution representation formula

v(·, t) =
∞∑

n=1
vn(t)φn =

∞∑
n=1

(∫ t

0
(t− s)α−1Eα,α (−λn(t− s)α)H(s)ds

)
φn.

Now we introduce the Neumann eigensystem {µn, φn} of the elliptic operator A1 := −∂2
x +

1. In fact, one can see that µn = λn + 1. We then define the Banach space D(Aγ
1) for

γ > 0 by

D(Aγ
1) :=

{
φ ∈ L2(0, 1);

∞∑
n=1

µ2γ
n (φ,φn)2 < ∞

}
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with the norm:

∥φ∥D(Aγ
1 ) :=

{ ∞∑
n=1

µ2γ
n (φ,φn)2

} 1
2

.

We use ∥·∥H1(0,1) to denote the H2(0, 1) norm for short if no conflict occurs, and we have

the relation between the two norms on H1(0, 1) and D(A
1
2
1 ): ∥φ∥H1(0,1) ≤ C∥φ∥

D(A
1
2
1 )

.

Consequently, by a direct calculation, we arrive at the inequality

∥v(·, t)∥2
H1(0,1) ≤

∞∑
n=1

λn

(∫ t

0
(t− s)α−1Eα,α (−λn(t− s)α)H(s)ds

)2
.

From the assumption g ∈ L∞(0, T ), we know H(t) ∈ L∞(0, T ), which further implies that

∥v(·, t)∥2
H1(0,1) ≤ C

∞∑
n=1

λn

(∫ t

0
(t− s)α−1 |Eα,α (−λn(t− s)α)| ds

)2

= C
∞∑

n=1
λn

(∫ t

0
sα−1 |Eα,α (−λns

α)| ds
)2
.

Now in view of the estimate for the Mittag-Leffler functions in Lemma 2.1, we have

|Eα,α (−λns
α)| ≤ C

(1 + λnsα)2 ,

which implies that

∥v(·, t)∥2
H1(0,1) ≤ C

∞∑
n=1

∫ t

0
sα−1 λ

1
2
n

(1 + λnsα)2ds

2

. (2.4)

By directly calculating the integral on the right side of equation (2.4), we can obtain:

∥v(·, t)∥2
H1(0,1) ≤ C

∞∑
n=1

( 1
λ2

n + λ3
nt

α
− 1
λ2

n

)2

= C
∞∑

n=1

(
tα

λn + λ2
nt

α

)2
< C

∞∑
n=1

(
Tα

λn

)2
= CT 2α

∞∑
n=1

1
λ2

n

.

Obviously, by noting λn = π2n2, the series
∑∞

n=1
1

λ2
n

is convergent, that is, there exists a
constant C > 0 such that

∥v(·, t)∥H1(0,1) < CTα.

The Rellich-Kondrachov Theorem states that the space H1(0, 1) can be imbedded into the
space C[0, 1], therefore, there exists a constant C independent of v such that

∥v(·, t)∥C[0,1] < CTα∥v(·, t)∥H1(0,1).

Collecting all the above estimates, we can easily obtain:

|u(·, t)| < |w(·, t)| + |v(·, t)| < CeMT .

Here the constant C and M are independent of T . We finish the proof of the lemma. □
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2.2. Uniqueness for inverse problem
Letting u ∈ L∞(0, T ;H2(0, 1)) be a solution to the equation (1.1), we set u0(x) :=

u(x, 0), u1(x) = ut(x, 0) and g(t) = ux(1, t). Moreover, we extend the function g smoothly
to the interval [0,+∞) by letting g ≡ 0 outside of (0, T + 1), and by g̃ we denote the
extension, and by U we denote the solution to the following auxiliary system

∂α
t U − ∂2

xU = 0 in (0, 1) × (0,+∞),
U(·, 0) = u0, Ut(·, 0) = u1 in (0, 1),
Ux(0, ·) = 0, Ux(1, ·) = g̃ in (0,+∞).

Taking Laplace transform

L{f(t)}(s) = f̂(s) =
∫ ∞

0
e−stf(t)dt

with respect to t on both sides of the above equation. From the Laplace transform formula
for the Caputo fractional derivative:

L {∂α
t f} (s) = sαf̂(s) −

n−1∑
k=0

f (k)(0)sα−1−k, n− 1 < α ≤ n, n ∈ N.

We have:
− ∂2

xÛ(x; s) + sαÛ(x; s) = sα−1u0(x) + sα−2u1(x), x ∈ (0, 1), s > 0,

Ûx(0; s) = 0, Ûx(1; s) =
∫ T +1

0
g̃(t)e−stdt, s > 0.

Lemma 2.3. For any ξ ∈ R and S > 0, the Laplace transform Û(x; s) admits the following
identity: ∫ 1

0
−∂2

xÛ(x; s) cos((1 − x)iξ)dx

= −Ûx(1; s) − ξ2
∫ 1

0
Û(x; s) cos((1 − x)iξ)dx− iξ sin(iξ)Û(0; s).

Proof. This can be directly done by integration by parts. □

Now taking scalar product with the above equation and cos((1 − x)iξ) on x ∈ [0, 1]
yields

(sα − ξ2)
∫ 1

0
Û(x; s) cos((1 − x)iξ)dx− iξ sin(iξ)Û(0; s) − Ûx(1; s)

=sα−1
∫ 1

0
u0(x) cos((1 − x)iξ)dx+ sα−2

∫ 1

0
u1(x) cos((1 − x)iξ)dx.

In view of the fact

cos((1 − x)iξ) = e(1−x)ξ + e(x−1)ξ

2
,

the above equality can be rephrased as

1
2
sα−1

∫ 1

0
u0(x)e(1−x)ξdx+ 1

2
sα−2

∫ 1

0
u1(x)e(1−x)ξdx

=(sα − ξ2)
∫ 1

0
Û(x; s) cos((1 − x)iξ)dx− iξ sin(iξ)Û(0; s) − Ûx(1; s)

− sα−1

2

∫ 1

0
u0(x)e(x−1)ξdx− sα−2

2

∫ 1

0
u1(x)e((x−1)ξ)dx.
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Letting ξ2 = sα, that is ξ = s
α
2 , we see that

1
2
sα−1

∫ 1

0
u0(x)e(1−x)s

α
2 dx+ 1

2
sα−2

∫ 1

0
u1(x)e(1−x)s

α
2 dx

= − is
α
2 sin

(
is

α
2
)
Û(0; s) −

∫ T

0
g(t)e−stdt

− sα−1

2

∫ 1

0
u0(x)e(x−1)s

α
2 dx− sα−2

2

∫ 1

0
u1(x)e(x−1)s

α
2 dx.

(2.5)

Based on identity (2.5), we can finish the proof of the main result.

Proof of Theorem 1.2. On the basis of the above formula (2.5) and noting u0, u1 ∈
L2(0, 1), we see that∣∣∣∣∫ 1

0
u0(x)e(x−1)s

α
2 dx

∣∣∣∣ ≤ ∥u0∥L1(0,1),

∣∣∣∣∫ 1

0
u1(x)e(x−1)s

α
2 dx

∣∣∣∣ ≤ ∥u1∥L1(0,1),

which implies

J :=
∣∣∣∣sα−1

∫ 1

0
u0(x)e(1−x)s

α
2 dx+ sα−2

∫ 1

0
u1(x)e(1−x)s

α
2 dx

∣∣∣∣
≤ 2s

α
2 es

α
2
∣∣∣∣∫ ∞

0
U(0, t)e−stdt

∣∣∣∣+ 2
∣∣∣∣∣
∫ T +1

0
g̃(t)e−stdt

∣∣∣∣∣+ sα−1∥u0∥L1(0,1) + sα−2∥u1∥L1(0,1).

Here the inequality is due to the Euler formula

sin(is
α
2 ) = e−s

α
2 − es

α
2

2i
.

From the above settings, we see that U = u in [0, 1]×[0, T ], which combined with u(0, t) = 0
for t ∈ [0, T ] implies

J ≤ sα−1∥u0∥L1(0,1) + sα−2∥u1∥L1(0,1) + s
α
2 es

α
2
∣∣∣∣∫ ∞

T
U(0, t)e−stdt

∣∣∣∣+ 2
∣∣∣∣∣
∫ T +1

0
g̃(t)e−stdt

∣∣∣∣∣ .
From the choice of g, it follows that∣∣∣∣∣

∫ T +1

0
g̃(t)e−stdt

∣∣∣∣∣ ≤ ∥g̃∥L∞(0,T +1)

∫ T +1

0
e−stdt ≤ ∥g̃∥L∞(0,T +1)s

−1, s > 0.

Moreover, we can conclude from Lemma 2.2 that |U(0, t)| ≤ CeMt, where M is a suffi-
ciently, large constant therefore∫ +∞

T
|U(0, t)|e−stdt ≤

∫ M

T
Ce(M−s)tdt = CeMT

s−M
e−sT , s > 2M.

On the basis of the above calculation, we further arrive at the estimate

J ≤ sα−1∥u0∥L1(0,1)+sα−2∥u1∥L1(0,1)+Cs
α
2 es

α
2 eMT

s−M
e−sT +2s−1∥g̃∥L∞(0,T +1), s > 2M,

which implies J ≤ Csα−1, s >> 1 by noting α ∈ (1, 2). We finally obtain∣∣∣∣∫ 1

0
(u0(x) + s−1u1(x))e(1−x)s

α
2 dx

∣∣∣∣ ≤ C, s >> 1. (2.6)

Changing the variable by taking z = s
α
2 , then (2.6) implies that∣∣∣∣∫ 1

0
(z

2
αu0(x) + u1(x))e(1−x)zdx

∣∣∣∣ ≤ Cz
2
α , z >> 1.

We set
F (z) :=

∫ 1

0
(z− 2

αu0(x) + z− 4
αu1(x))e(1−x)zdx. (2.7)
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Because this function is multi-valued on the complex plane, one need to cut off the negative
real axis to get a single valued branch. We will show the above function is identically zero
on the complex plane cutting off the negative real axis. In the case of entire functions,
Liouville’s theorem is a typical tool to demonstrate the aforementioned fact. Consequently,
we intend to establish Liouville’s theorem for analytic functions on complex plane cutting
off the negative real axis. For this, the Cauchy Integral Formula yields

F (z) = 1
2πi

∫
Γ

F (ξ)
ξ − z

dξ = 1
2πi

∫
Γ±∪Γε∪l±∪l

F (ξ)
ξ − z

dξ,

where l+, l− are lines with fixed imaginary parts c,−c respectively, l is line with fixed real
part ℜz = c (c > 0 is a constant). Γ+, Γ− are the curves with argument angles of θ and
−θ respectively (0 < θ < π). Γε is an arc: {|z| = ε, arg z ∈ (−θ, θ)}. The constant c is
sufficiently large so that z is within the area enclosed by these curves.

Since F (z) is independent of c, we have F (z) → 0 on l± as c → +∞, which implies

F (z) = 1
2πi

(∫
Γ+

+
∫

Γ−
+
∫

l
+
∫

Γε

)
F (ξ)
ξ − z

dξ.

If z ∈ Γε, we have the series expansion
F (ξ)
ξ − z

= 1
z

· F (ξ)
ξ
z − 1

= −F (ξ)
z

∞∑
n=0

ξn

zn

and then we have

F (z) =
∞∑

n=0

an

zn+1 + 1
2πi

(∫
Γ+

+
∫

Γ−
+
∫

l

)
F (ξ)
ξ − z

dξ, an := − 1
2πi

∫
Γε

F (ξ) · ξndξ.

Here we call the above identity as the Cauchy Integral Formula on complex plane with the
negative real axis removed. Now fixing a point ξ0 ∈ Γ+, we claim that limz→ξ0 F (z) = 0.
If not, there is a neighborhood U(ξ0) of ξ0 such that |F (z)| > c0 > 0 for z ∈ U(ξ0), hence
that ∫

Γ+∩U(ξ0)

F (ξ)
ξ − z

dξ → ∞, as z → ξ0.

On the other hand, it is obvious that∫
Γ+\U(ξ0)

F (ξ)
ξ − z

dξ,

∫
Γ−

F (ξ)
ξ − z

dξ,

∫
l

F (ξ)
ξ − z

dξ are bounded for z ∈ U(ξ0).

Then F (z) is unbounded in U(ξ0), which contradicts to |F (z)| ≤ C|z|−
2
α . Thus we must

have limz→ξ0F (z) = 0. Since ξ0 is arbitrarily fixed, we derive that F = 0 on Γ+. Similarly,
F = 0 on Γ− and l. Finally, we obtain F (z) =

∑∞
n=0 anz

−n−1.
Noting that 1 < 2

α < 2 and 2 < 4
α < 4 from 1 < α < 2, we have in the case of n > 3

that ∫
Γε

∫ 1

0

(
ξn− 2

αu0 (x) + ξn− 4
αu1 (x)

)
e(1−x)ξdxdξ → 0, as ε → 0

in view of |F (z)| ≤ C|z|−
2
α , hence that an = 0, n > 3, which implies that

F (z) =
3∑

n=0
anz

−n−1. (2.8)

Moreover, by (2.7), we can see that z4F (z) → 0 as ℜz → −∞. Therefore, an, n ≤ 3 must
be zero, that is F ≡ 0.

By considering cos((ε− x)iξ), x ∈ (0, ε) instead of cos((1 − x)iξ), we repeat the above
argument and we can prove that for any ε ∈ (0, 1) the following complex valued function

Fε(z) :=
∫ ε

0
(z− 2

αu0(x) + z− 4
αu1(x))e(ε−x)zdx
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is identically vanished on C cutting off the negative axis. Multiplying both sides of this
equation by e(1−ε)z yields∫ ε

0
(z− 2

αu0(x) + z− 4
αu1(x))e(1−x)zdx ≡ 0.

Taking derivative with respect to ε on both sides of the above equation yields

(z
2
αu0(ε) + u1(ε))e(1−ε)z = 0, ε ∈ (0, 1), z ∈ C.

We finally obtain u0(ε) = u1(ε) = 0 for ε ∈ (0, 1), which finishes the proof. □

Theorem 2.4. Let T > 0 be a fixed constant and u ∈ L∞(0, T ;H2(0, 1)) be a solution to
the fractional diffusion-wave equation (1.1). Then we have

u(x, t) = 0, (x, t) in [0, 1] × [0, T ]

provided that u ≡ 0 in I × [0, T ], where I is a nonempty open sub interval of (0, 1).

Proof. Firstly, it is easy to use similar argument in proving Theorem 1.2 to derive that
g̃(t) ≡ 0, t > 0, then g ≡ 0 in (0, T ). From the uniqueness of the IBVP we see that
U ≡ 0. Consider that U is an extension of u, namely u ≡ 0 in (0, 1) × (0, T ). Setting
I = (x0, x1) with (x0, x1) ⊂ [0, 1]. By u|I×(0,T ), we have u(x0, ·) = ux(x0, ·) = 0 and
u(x1, ·) = ux(x1, ·) = 0 in (0, T ). Changing independent variables x → x0 − x and x →
x− x1 in the intervals (0, x0) and (x1, 1) respectively, and applying the above conclusion
in Theorem 1.2, we obtain u ≡ 0 in (0, x0) × (0, T ) and (x1, 1) × (0, T ). We then complete
the proof of the theorem .

□

2.3. Numerical simulation
In this section, we aim to utilize a new numerical method to determine the two initial

values of the time-fractional wave equation using lateral Cauchy data ux(0, t). For general
lateral Cauchy problem

∂α
t u(x, t) − ∂2

xu(x, t) = 0 in (0, 1) × (0, T ),
u(x, 0) = u0(x), ut(x, 0) = u1(x) in (0, 1),
u(0, ·) = g1(t), ux(0, ·) = g2(t) in (0, T ),

due to the lack of information on the right boundary of the equation, conventional nu-
merical methods cannot be applied here. To obtain information about u(x, t) on the right
boundary, we propose using the cut-off function χ(x) ∈ C∞[0, 1]:

χ(x) =


1, 0 < x < 1 − ε,

∈ (0, 1], 1 − ε < x < 1,
0, x = 1,

to construct the necessary boundary data by multiplying it with u(x, t) where ε > 0 is an
arbitrarily small fixed constant. We set w(x, t) = χ(x)u(x, t), and it can be easily verified
that

∂α
t w(x, t) − ∂2

xw(x, t) + 2χ′

χ ∂xw(x, t) + χχ′′−2(χ′)2

χ2 w(x, t) = 0 in (0, 1) × (0, T ),
w(x, 0) = χ(x)u0(x), wt(x, 0) = χ(x)u1(x) in (0, 1),
w(0, t) = g1(t), w(1, t) = 0 in (0, T ).

(2.9)

In this way, we obtain the right boundary information. Next, we describe the algorithmic
details. First, we define a forward operator

F : (a(x), b(x)) → wx(0, t; a, b),
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where a(x) = χ(x)u0(x), b(x) = χ(x)u1(x) and wx(0, t; a, b) is the solution of (2.9) with
the initial values a(x), b(x). Consequently, the inverse problem is transformed into solving
the following abstract operator equation

F(a, b) = wx(0, t; a, b) ≜ h(t).

It is well known that inverse problems are usually ill-posed. Therefore, in this paper, we
employ the Tikhonov regularization method. Unlike the conjugate gradient method, this
paper employs the Levenberg-Marquardt method to find approximate solutions for u0(x)
and u1(x) on (0, 1 − ε), i.e., a(x), b(x) on (0, 1 − ε). Let ak, bk be the k-th approximation
of a, b, then it follows from the Fréchet derivative that

F(a, b) ≈ F
(
ak, bk

)
+ F′

a

(
ak, bk

) (
a− ak

)
+ F′

b

(
ak, bk

) (
b− bk

)
.

Therefore, the problem reduces to solving

min J(δak, δbk) = 1
2

∥∥∥F′
a(ak, bk)δak + F′

a(ak, bk)δbk −
(
hδ − F(ak, bk)

)∥∥∥2

L2(0,T )

+ λk

2

∥∥∥δak
∥∥∥2

L2(0,1)
+ µk

2

∥∥∥δbk
∥∥∥2

L2(0,1)
,

(2.10)

where δak = ak+1 − ak and δbk = bk+1 − bk, λk, µk > 0 are regularization parameters, hδ

is the noisy functions of h.
Suppose that {φn(x), n = 1, 2, . . . ,∞} and {ψn(x), n = 1, 2, . . . ,∞} are two sets of ba-

sis functions in L2(0, 1). Let

ak(x) ≈
N∑

n=1
ak

nφn(x) and bk(x) ≈
N∑

n=1
bk

nψn(x)

where N ∈ N and ak
n, b

k
n, n = 1, 2, . . . , N are the expansion coefficients. we set

ΦN = span {φ1, φ2, . . . , φN } , ΨN = span {ψ1, ψ2, . . . , ψN }

and two N−dimensional vectors ak = (ak
1, a

k
2, . . . , a

k
N ), bk = (bk

1, b
k
2, . . . , b

k
N ) ∈ RN . We

aim to approximate ak and bk using ak and bk. We combine ak and bk into a single
vector, denoted as pk = (ak, bk). Discretize the spatial domain into M + 1 points: 0 =
t0 < t1 < · · · < tM = T. An effective approach to numerically solving (2.10) is to address
the following minimization problem

min
δpk∈RN

{∥∥∥δpkF T
pk − (W − U)

∥∥∥2

L2(0,T )
+ δpkDk(δpk)T

}
, (2.11)

where δpk = pk+1 − pk,

Fpk = (fij)M×2N , fij =
wx

(
0, ti;

(
pk

1, . . . , p
k
j + τ, . . . , pk

2N

))
− wx

(
0, ti; pk

)
τ

,

τ denotes the numerical differential step, and

U =
(
wx

(
0, t1; pk

)
, wx

(
0, t2; pk

)
, . . . , wx

(
0, tM ; pk

))
,

W =
(
hδ (t1) , hδ (t2) , . . . , hδ (tM )

)
,

and Dk = diag((λk(φi, φj)L2)N×N , (µk(ψi, ψj)L2)N×N ).
It is easy to verify that problem (2.11) is equivalent to the following normal equation(

Dk + F T
pkFpk

)
δpk = F T

pk

(
W T − UT

)
.

Thus we have
δpk =

(
Dk + F T

pkFpk

)−1 (
F T

pk

(
W T − UT

))
.
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Next, we present two specific examples. First of all, we need some necessary clarifica-
tions. The noisy data is generated by adding a random perturbation, that is

hδ = h+ ϵh · (2 · rand(size(h)) − 1).

The corresponding noise level is calculated by δ =
∥∥∥hδ − h

∥∥∥
L2(0,1)

. In order to demonstrate
the accuracy of the numerical solution, we compute the error using

e
(a)
k =

∥∥∥ak(x) − a(x)
∥∥∥

L2(0,1−ε)
∥a(x)∥L2(0,1−ε)

, e
(b)
k =

∥∥∥bk(x) − b(x)
∥∥∥

L2(0,1−ε)
∥b(x)∥L2(0,1−ε)

.

Regarding the selection of two regularization parameters, we consider the following form

λk+1 = λ0r
k, k = 0, 1, . . .

for some λ0 > 0 and 0 < r < 1.
Without loss of generality, we assume T = 1 and g1(t) = 0. We set ε = 0.1 and utilize

the cut-off function to extract the portion of u within the interval (0, 0.9). That is, we
define the cut-off function as follows

χ(x) =


1, 0 < x < 0.9,

exp
(

(x−1+ 0.1 )2

(x−1+ 0.1 )2− 0.1 2

)
0.9 < x < 1,

0, x = 1.

Then we can know that w(x, t) = u(x, t) in (0, 0.9). We solve the direct problem (2.9)
by finite difference method. We take the grid size for time and space variable in the
finite difference algorithm are ∆t = 1

50 ,∆x = 1
50 . The term wx(0, t) is represented by

(wj
1 − wj

0)/dx, where wj
i ≈ w(xi, tj) denotes the approximate values of w at the grid

points.

Example 2.5. Let a(x) = χ(x)x2ex and b(x) = χ(x)e2x cos(2πx). We consider noise
levels ϵ = 0.005 and ϵ = 0.01. The order α are set to 1.4 and 1.8. The initial guess is given
by a0 = b0 = (0, . . . , 0).
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a(
x)
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(x
)

exact
ε=0.005
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(a) ak(x)

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
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6
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(x
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exact
ε=0.005
ε=0.01

(b) bk(x)

Figure 1. The approximate solutions for Example 2.5 for α = 1.4
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Figure 2. The approximate solutions for Example 2.5 for α = 1.8

Figure 1 illustrates the inversion of two initial values for Example 2.5 under the condition
α = 1.4. Figure 2 shows the inversion of two initial values for Example 1 under the
condition α = 1.8. By observing Figures 1 and 2, it is evident that the value of α affects
the results of our inversion for the two initial values when the regularization parameter is
fixed. Specifically, as α increases within the range of (1, 2), the error associated with the
reconstruction decreases correspondingly.

Table 1. The error (ea
k, e

b
k) for Example 2.5

ϵ, (ea
k, e

b
k), α 1.4 1.8

0.005 (0.0620,0.1685) (0.0554,0.1470)
0.1 (0.0650,0.1100) (0.0551,0.1496)

Example 2.6. Let a(x) = χ(x)(2x − sin(2πx)/π) and b(x) = χ(x)(−3 cos(2πx) − x3

3 +
x2

2 + 3
2). We consider noise levels ϵ = 0.005 and ϵ = 0.01. The order α are set to 1.4 and

1.8. The initial guess is given by a0 = b0 = (0, . . . , 0).
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Figure 3. The approximate solutions for Example 2.6 for α = 1.4
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Figure 4. The approximate solutions for Example 2.6 for α = 1.8

Figure 3 showcases the inversion of two initial values for Example 2.6, utilizing our
method with α set to 1.4. In contrast, Figure 4 presents the inversion of the same two
initial values for Example 2.6, but this time with α adjusted to 1.8, again using our
method. In Example 2.6, we have discovered a consistent conclusion with that of Example
2.5: as the value of α increases, the accuracy of the inversion results improves. Moreover,
both examples indicate that the inversion of the first initial value, a(x), consistently yields
more precise results than that of b(x). We hypothesize that the errors incurred during the
inversion of a(x) may accumulate through the iterative process, subsequently affecting the
accuracy of the inversion of b(x).

Table 2. The error (ea
k, e

b
k) for Example 2.6

ϵ, (ea
k, e

b
k), α 1.4 1.8

0.005 (0.0291,0.0552) (0.0063,0.0339)
0.1 (0.0449,0.1212) (0.0074,0.0357)

Overall, these two examples indicate that our method can achieve satisfactory inversion
results for the initial values over most of the domain, even in the absence of right boundary
conditions.
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