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Abstract 

In this study it is aimed to examine the performance of an artificial neural network trained using items reflecting 

a latent trait in predicting responses to an item reflecting the same trait. This latent trait is the awareness of being 

able to communicate with people from different cultures, which is included in the PISA 2018 assessment. 

Relevant scale items were used as research variables. In addition to determining the extent to which the predicted 

responses overlap with the actual responses by analyzing the artificial neural network models, it was examined 

how the predicted responses affect the assumed latent construct and the reliability of the responses. Thus, the 

performance of artificial neural networks in predicting responses to affective items was evaluated. The responses 

expected from individuals for the items examined overlap with the responses given by individuals at a relatively 

moderate. However, it is observed that although the prediction values partially weaken the model fit indices, they 

still manage to keep them strong. In addition, the predicted values improved the factor loadings and the variance 

explained for the latent trait. Similarly, it is noticed that the predicted values also positively affect the reliability. 

 

Keywords: Artificial neural networks, machine learning, affective responses, prediction 

Introduction 

Current advances in machine learning and artificial intelligence are largely driven by artificial neural 

networks (ANNs) (Goel et al., 2023). The ability of ANNs to analyze complex data, especially those 

that cannot be simplified by traditional statistical methods, is gradually improving (Tu, 1996). ANNs 

consist of structures in which neurons are connected to each other by synapses with adjustable 

weights. Synapses connecting neurons, which are the building blocks of ANNs, function in 

communication. Information exchange between neurons takes place through synapses. Information 

flows from the synapse of one neuron to the dendrite of another neuron (Goel et al., 2023). The fact 

that the weights are adjustable allows the network to be trained by back-propagating the errors 

throughout the network. The aim of training is to adjust the weights to minimize the error between 

actual and predicted values (Lillicrap et al., 2020). ANNs have attracted much attention due to their 

ability to model non-linear relationships between variables (Tu, 1996). Although it is seen as a simple 

variant, ANNs are biologically similar to the working principles of the human brain (Hasson et al., 

2020). 

 

ANNs exhibit successful performances in many important fields such as health, climate, physics, 

chemistry, biology, engineering, industry, agriculture (Lau et al., 2019; Park et al., 2020). Considering 

the purpose and frequency of use of ANNs, it is possible to say that they are mostly used for diagnosis, 

prediction and forecasting. It is widely used in areas such as predicting some features through some 

predictors with regression logic, missing data assignment, recognition, and classification. Although its 

application area in educational research is limited (Tu, 1996), studies conducted in relation to 

education and psychology contents (Aybek & Okur, 2018; Aydoğan & Zırhlıoğlu, 2018; Aydoğdu, 

2020; Al-Saleem et al., 2015; Chavez et al, 2023; Flitman, 1997; Guarín et al., 2015; Huang & Fang, 

2012; Lau et al., 2019; Rodríguez-Hernández, 2021; Shahiri & Husain, 2015; Umar, 2019; Zacharis, 

2016) especially focus on predicting students' academic performance. The basic logic of ANN models 
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designed in these studies is to make predictions about students' cognitive performance through a 

number of covariate characteristics such as gender, parent's occupation, socio-economic status, etc. 

However, in this study, we aim to examine the performance of a network trained for a unidimensional 

scale, that is, using items that reflect the same latent trait, in predicting responses to another item with 

the same trait. In other words, using  Programme for International Student Assessment (PISA) 

participants selected from the Lebanese sample, we examine how ANNs trained with responses to 

items on a scale predict responses to another item that is also part of the same scale. This provides an 

opportunity to compare the expected and observed values of the responses to a set of items with the 

same emotional integrity for the ANN trained based on machine learning. Therefore, in addition to 

determining the extent to which the responses predicted by ANNs overlap with the actual responses, 

we plan to monitor how the predicted items affect the latent construct and the reliability of the 

responses. In this context, we aim to evaluate the performance of the ANN method by performing 

similarity, validity and reliability analyses for actual and predicted responses. The focus here is to 

answer the question of to what extent we can accurately predict students' responses to another item 

that is part of the same emotion based on their emotional integrity, or to what extent the expected 

responses of individuals to a question posed within the same emotional integrity overlap with their 

responses. The reason for choosing the Lebanese sample is that Lebanon is a society where the 

emotional state reflected by the implicit feature in the scale we used is strongly experienced. We used 

the items of the student's intercultural communicative awareness scale administered in PISA 2018 as 

research data. The latent trait in the scale is the awareness of being able to communicate with people 

from different cultures. In 2018, Lebanon ranked first among the world countries in terms of the 

number of refugees per capita (McCarthy, 2019). The number of refugees per thousand inhabitants in 

Lebanon was 156 in 2018, which is more than twice the number in the second ranked country. 

 

Artificial Neural Networks 

ANNs are models that realize the features taught in the training phase through artificial neurons 

similar to the neuron structure in the human brain based on the principle of continuous improvement 

(Kose & Arslan, 2017; Vandamme et al., 2007). It has a complex and powerful structure that models 

non-linear relationships (Kardan et al., 2013). ANNs consist of three layers called input, hidden and 

output. The information transferred from the input data to the neurons in the input layer is processed 

through an aggregation function taking into account the weight values and transmitted to the activation 

function (See Figure 1). 

 

Figure 1. 

 An Artifical Neuron (Grosan & Abraham, 2011, p.283). 
 

 
 

The activation function is the component where calculations are made for the most accurate output. 

The information coming from the aggregation function is processed here to generate output values and 

transmitted to the output neurons (Rashid & Ahmad, 2016; Vandamme et al., 2007). In this process, 

the weight values are constantly adjusted to provide the best output. If the activation values reach the 
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threshold value during the current iterations, the training phase is terminated and the network has 

learned. In this phase, new examples are shown to the network to test the learning. After the training 

phase is completed, the weight values remain constant. In this way, it is ensured that the learned 

network produces output using the current weight values (Öztemel, 2003). 

Methods 

 

Data and Participants 

The research data were obtained from the PISA 2018 assessment 

(https://www.oecd.org/pisa/data/2018database/). PISA is a monitoring and assessment program 

implemented by the Organisation for Economic Co-operationand Development (OECD) for fifteen-

year-old students in many countries around the world. Measures such as demographic information 

about students and their families, learning environments, information and communication technologies 

(ICT) and financial competence, as well as affective and cognitive measuresare provided. Thanks to 

the measurements applied and the results obtained accordingly, it provides the opportunity for 

countries to evaluate their own education systems and to review the educational outcomes of other 

countries. In this context, PISA provides important data and results to educators, researchers and 

administrators in terms of monitoring and evaluating educational processes (OECD, 2018). 

The research group consists of Lebanese students who participated in the PISA 2018 assessment. 5614 

Lebanese students participated in the PISA 2018 assessment. However, in order to clean the missing 

data in the data set and to meet the assumptions of the analysis techniques used in the research, some 

data were deleted and the research was conducted with the remaining 4631 student data. 

 

Variables 

The variables of the study consisted of seven items of the student's intercultural communicative 

awareness (Awacom) scale, which PISA officials stated as a part of the global competence domain. 

Awacom includes items that measure individuals' awareness of communicating with people from 

different cultures (See Table 1). 

 

Tablo 1. 

Items of Student’s Intercultural Communicative Awareness Scale 

Items label PISA codes Items 

Item1 ST218Q01HA I carefully observe their reactions. 

Item2 ST218Q02HA I frequently check that we are understanding each other correctly. 

Item3 ST218Q03HA I listen carefully to what they say. 

Item4 ST218Q04HA I choose my words carefully. 

Item5 ST218Q05HA I give concrete examples to explain my ideas. 

Item6 ST218Q06HA I explain things very carefully. 

Item7 ST218Q07HA If there is a problem with communication, I find ways around it (e.g. by 

using gestures, re-explaining, writing etc.). 

 

The data were obtained through PISA student questionnaires. The scale items are in a four-point Likert 

response format: strongly disagree-disagree-agree-agree-strongly agree. 

 

Data Preprocessing 

The data used in the study were derived from PISA 2018 Lebanese sample data. The Lebanese sample 

consists of 5614 students; however, since confirmatory factor analysis (CFA), which is a member of 

structural equation models (SEM), and artificial neural networks (ANN) techniques used in the 

analysis processes are affected by missing (Ennett et al., 2001; Tabachnick & Fidell, 2019) and 

extreme (Tabachnick & Fidell, 2019) values, data with these characteristics were deleted by list-based 

data deletion method. In order to meet the assumptions of the stated techniques, 4631 data suitable for 

the realization of the research were reached after the deleted data and the research was conducted with 

this data set. 
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Data Analysis 

Before proceeding with the analysis procedures, CFA analysis was conducted to examine whether the 

assumed latent construct was provided in terms of the research data. SEM can be categorized in to 

two categories: measurement and structural models. In measurement models, observed variables and 

latent variables are associated (Şen, 2020). With the measurement model created, it was revealed 

whether the seven items in Awacom reflect the assumed students' awareness of being able to 

communicate. Since multivariate normality was not achieved as a result of Mardia's multivariate 

skewness and kurtosis statistics (skewness and kurtosis <.05) (Tabachnick & Fidell, 2019), the robust 

standard error maximum likelihood (MLR) estimator was used as a parameter estimator for CFA 

(Rosseel et al., 2024). The fit indices (RMSEA=.065, CFI=.973, TLI=.96, SRMR=.024) obtained by 

analyzing the measurement model indicate that Awcom can be represented by seven items (Hox et al., 

2018). The Cronbach alpha value calculated to determine the reliability of the responses to these seven 

items was .89, indicating that the reliability of the responses was high (George & Mallery, 2003). 

For the aim of the study, responses to two randomly selected items from Awacom were predicted by 

neural networks trained on responses to all items reflecting the same latent trait. The items whose 

responses were predicted were labeled as Item3 and Item7 (SeeTable 1). The ANN models used in the 

predictions were created according to different conditions of splitting the data at different rates and the 

number of layers and the number of neurons in the layers. In machine learning methods, of which 

ANN is a member, the data are divided in to two parts as training and testing sets in order to avoid the 

problem of overlearning. The models trained with train data are controlled through other data sets 

(Brownlee, 2020). For this reason, nine different models were created depending on the split ratio, 

number of layers and neurons. The models with the most appropriate RMSE values were used as 

prediction models. Prediction procedures were performed for the relevant items in the test data set. In 

the analysis processes performed with ANN, the items consisting of four ordinal categories (1-2-3-4) 

were scaled between 0 and 1 (0-.333-.667-1) according to the model's assumption (Brownlee, 2020). 

Estimations were made according to the scaled values. After the analysis, these values were converted 

back to ordinal values by considering close ranges. Accuracy ratio, marginal homogeneity test 

(Agresti, 2013) and Kappa (Cohen, 1960) statistics were used to reveal the similarity between the 

estimated values and the actual values for Item3 and Item7. In this way, similarities between predicted 

and actual values were determined. In addition, sensitivity analyses (Beck, 2018; Lek et al., 1996) 

were conducted to determine the relationship between responses to actual Item3 and Item7 items and 

responses to other items. Then, how the subsets containing the predicted Item3 and Item7 items and 

the subsets containing the actual Item3 and Item7 items represent the assumed Awacom latent 

construct was also examined through CFA analyses. Thus, it was observed how the model fit indices, 

variance explained by the items and standardized factor loadings changed. In addition, Cronbach's 

alpha value was used to investigate how the reliability of the responses for the actual and predicted 

subsets changed. R [caret package (Kuhn, 2023), lavan package (Rosseel et al., 2024), neuralnet 

package (Fritsch, 2019), neuralnettools package (Beck, 2022), nnet package (Ripley & Venables, 

2023)] Mplus and SPSS statistical programs were used for analysis. 

 

 

Findings 

 

 

The findings obtained from the prediction of two items labeled Item3 and Item7 by the networks 

trained with the items of the Awacom scale are presented under two separate headings. As a reminder, 

the rationale for prediction is based on the performance of ANNs that learn from the responses to 

items on the same scale, i.e. items that measure similar attributes, in predicting the responses to each 

item on the scale. These findings include the selection method of the networks, the performance of the 

networks, how the predicted items relate to the other items in the scale, the similarity of the actual and 

predicted values, the fit metrics in the verification of the assumed latent trait over the test subsets 

formed by the predicted and actual items, the variance values explained by the items, factor loadings 

and reliability values. 
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Predicting Item3 Responses  

ANN models with nine different features were developed for predicting the item labeled Item3, where 

Item3 is used as output data and the other six items are used as input data. The networks have different 

ratios of test-train data and different numbers of layers and neurons. In evaluating the performance of 

the networks, the RMSE values produced by the trained network on all, train and test data were taken 

into account (See Table 2). In selecting the best network, it was preferred that the RMSE value was 

small and close for all data sets. 

Table 2. 

Features of ANN Models for Predicting Item3 Responses 

Models Train/Test Spliting Hiddens RMSE 

    All Train Test 

Model1* 

70/30 

2 .619 .618 .623 

Model2 3 .617 .613 .625 

Model3 3:2 .618 .612 .631 

Model4 

75/25 

2 .619 .616 .629 

Model5 3 .615 .609 .631 

Model6 3:2 .614 .607 .636 

Model7 

80/20 

2 .619 .617 .628 

Model8 3 .618 .613 .638 

Model9 3:2 .616 .612 .633 

* Selected to best model 

 

In this context, the most ideal model for predicting Item3 responses was found to be a single hidden 

layer network with two neurons in the hidden layer (See Figure 2). It is understood that the selected 

network performs well with 70-30% of the train and test data. 

Figure 2. 

Network Structure of Model1 
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According to the output of the sensitivity analysis conducted to determine the relationship between the 

responses to Item3 predicted by Model 1 and the responses to other items, it is understood that the 

predicted responses to Item3 have a relatively linear relationship with the responses to other items 

(See Figure 3). It is noteworthy that the responses to the items other than Item7 are positively 

correlated with the responses to Item3. However, it is not possible to say that the same is the case for 

Item7. When the judgments expressed by the items are analyzed (See Table 1), the similarity and 

linearity of the relationship between the responses to the five items other than Item7 and the estimated 

Item3 values indicate that the predictions support the relevant latent construct (Beck, 2018; Lek et al., 

1996). 

Figure 3. 

Results of Sensivity Analysis for Model1 

 

 
 

Predicting Item7 Responses  

Similarly, ANN models with nine different features were created where the output variable was Item7 

and the input variables were the other six items in the Awacom scale. The differentiation in the 

networks is due to the differences in the ratio considered in the split of the data set and the number of 

layers and neurons. According to the RMSE values produced by the trained model for all, train and 

test datasets, the model with the smallest and closest RMSE values was selected as the best model (See 

Table 3). 
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Table 3. 

 Features of ANN Models for Predicting Item7 Responses 

Models Train/Test Spliting Hiddens RMSE 

   All Train Test 

ModelA 

70/30 

2 .709 .699 .732 

ModelB* 3 .708 .695 .734 

ModelC 3:2 .708 .694 .740 

ModelD 

75/25 

2 .710 .697 .750 

ModelE 3 .710 .695 .752 

ModelF 3:2 .706 .690 .753 

ModelG 

80/20 

2 .709 .697 .759 

ModelH 3 .708 .694 .762 

ModelI 3:2 .707 .692 .765 

* Selected to best model 

 

Based on the RMSE values, it is understood that the lowest and closest values for all data sets are 

obtained at 70-30% separation of the data set. It is observed that the model in this group, which has 

ideal values, is a single interlayer network structure with three neurons (See Figure 4). Therefore, 

ModelB was preferred as the ideal model for predicting the responses to Item7. 

Figure 4. 

Network Structure of ModelB 

 
It can be said that the responses to Item7 estimated for ModelB are generally not in a linear 

relationship with the responses to the other six items used to train the model (See Figure 5). This 
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finding obtained by sensitivity analysis supports the relationship between Item3 estimated for Model1 

and the other items. As observed in Figure 3, the responses to Item3 showed a similar and linear 

relationship with the responses to the other items except Item7. In this context, it is considered as an 

expected situation that the responses to Item7 have a non-linear relationship with the responses to 

other items. 

Figure 5. 

Results of Sensivity Analysis for ModelB 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Performance of ANN Models for Actual and Predicted Values 

Accuracy, marginal homogeneity test and Kappa statistics were used to determine how much the 

Item3 values predicted by Model1 and Item7 values predicted by ModelB corresponded to the actual 

values (See Table 4). It is understood that the responses to both estimated items are similar to the 

actual responses at an average rate of .60. There was no statistically significant difference between the 

mean responses to the two predicted items and the mean responses to the actual items (MH test, p 

>.05). According to Kappa values, there was a moderate similarity between predicted and actual Item3 

values and a low similarity between predicted and actual Item7 values (Landis & Koch, 1977). 

Table 4. 

Similarity Values of Actual and Predicted Responses 

Models N Match ratio MH* test (p) Kappa 

Model1     

Actual Item3 
1389 .63 >.05 .42 

Predicted Item3 

ModelB     

Actual Item7 
1389 .58 >.05 .37 

Predicted Item7 

*Marginal homogeneity 
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CFA analyses were conducted to determine the extent to which the test subsets containing the 

estimated Item3 and Item7 and the test subsets containing the actual values provided the Awacom 

latent construct, and reliability analyses were conducted to determine how the reliability of the 

responses to the items estimated for these subsets affected the reliability (See Table 5). At the same 

time, the variance values and factor loadings explained by the predicted items for the latent construct 

were examined. The findings revealed that unlike similarity analyses, construct validity and reliability 

analyses increased the reliability of the responses to the predicted items and supported the latent 

construct. It shows that the model fit indices were relatively weakened by the two estimated items, but 

the model fit remained strong. On the other hand, it is understood that the variance values explained 

by the responses to the estimated items for the latent construct, the standardized factor loadings for the 

latent construct and the reliability values improved. 

Table 5. 

Comprassion Model Performance of Actual and Predicted Test Subsets 

Subsets RMSEA CFI TLI  R-square Loading Alpha 

For Item3        

Actual subset .081 .972 .959 .613 .783 .891 

Predicted subset .106 .965 .948 .983 .992 .903 

For Item7        

Actual subset .081 .972 .959 .489 .700 .891 

Predicted subset .111 .963 .944 .942 .970 .909 

 

Conclusion and Discussion 

 

ANNs, which evolved from the idea of simulating the human brain, provide significant advantages for 

the realization of many researches with different purposes and content due to its ability to model 

complex, non-linear relationships, unlike traditional statistical methods, its excellent fault tolerance, 

and its ability to be a fast and highly scalable machine learning (Zou et al., 2009). This study takes 

advantage of these important advantages of ANNs and examines how ANNs predict the responses of 

Lebanese students participating in PISA 2018 to other items that are part of the same emotion based 

on the integrity of emotion. Using some of the data, the network trained with the items of PISA's 

student's intercultural communicative awareness scale was able to predict two items of the same scale 

from another data set. 

 

It is understood that the values predicted by ANN solutions for the responses to two randomly selected 

items match the actual values at a relatively moderate level. In this context, the values produced by the 

trained network are expected responses depending on the emotional integrity shaped by the responses 

to the items. Therefore, the responses expected from individuals for the items examined overlap with 

the responses given by individuals at a relatively moderate level. However, in the validity and 

reliability analyses conducted for the latent trait represented by the predicted items together with the 

other items, it is observed that although the predicted values partially weaken the model fit indices, 

they still manage to keep them strong. In addition, the estimated values improved the factor loadings 

and the variance explained for the latent trait. Similarly, when the latent trait aspect is considered, it is 

noticed that the estimated values also positively affect the reliability. 

 

Especially in recent years, the use of advanced versions of ANNs such as convolutional neural 

networks (CNN), recurrent neural networks (RNN), emotional neural network (EANN) for predicting 

individual emotions based on machine learning using images, text, dialog, body movements, etc. in 

deep emotional fields such as affective state, affective computing, deep learning (Ashwin & Guddeti, 

2020; Bakkialakshmi et al., 2022; Carstensen et al., 2016; Chan et al., 2020; Feng, 2022; Jadhav 
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&Sugandhi, 2018; Jamisola, 2016; Liu et al., 2023; Orozco-del-Castillo et al., 2021; Wang et al., 

2022) has gained rapid momentum. Research using these techniques focuses on the relationship 

between the development of emotional responses by utilizing physiological responses. However, our 

research is based on a much simpler logic and purpose than these studies. We used ANN to predict the 

responses to an item in the same emotional state by utilizing emotional integrity. Noting that most of 

the researches (Aybek & Okur, 2018; Aydoğan & Zırhlıoğlu, 2018; Aydoğdu, 2020; Al-Saleem et al., 

2015; Chavez et al., 2023; Flitman, 1997; Guarín et al., 2015; Huang & Fang, 2012; Lau et al., 2019; 

Rodríguez-Hernández, 2021; Shahiri & Husain, 2015; Umar, 2019; Zacharis, 2016) conducted with 

ANN in education and psychology are for cognitive prediction by utilizing covarities, we evaluated to 

what extent this performance of ANNs can be used to predict the responses to any item in scale 

applications frequently used in education and psychology. 
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