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ABSTRACT

This article mainly focuses on presenting a new accurate technique (Fourier Transform Meth-
od) for solving linear of mth order Difference Equations with constant coefficients. Also, a new 
lower triangular matrix was introduced to overcome problems related to finding the Fourier 
Transform of polynomials by rewriting standard-based polynomials through the fallen power 
polynomial base. Besides, five examples have been presented to illustrate the validity and ac-
curacy of this method. The results reveal that the Fourier transform method is very effective 
and attractive in solving the difference equations.
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INTRODUCTION 

Difference equations have motivated a variety amounts 
of research. They arise in dynamical systems, biology, elec-
trical circuit analysis, economics, and models [1-4]. Many 
researchers have introduced different methods to solve 
these equations such as Berinde [5] solved the second-order 
difference equation by converting them into two first-order 
nonhomogeneous difference equations. In [6] Feldmann 
implemented the so-called discrete Laplace transforma-
tion method to solve systems of difference equations and 
linear difference equations with constant coefficients. 
Several methods for solving linear difference equations are 
Dirichlet series transform method [7], Chebyshev series 
[8], Differential transform method [9], Taylor polynomial 
[10], and other methods (see [11-15]).

In this article, we will employ Fourier Transform 
Method (FTM) to solve non homogeneous linear of mth-or-
der difference equation with constant coefficients, that

(1)

where ζ(n) is a given function, am, am-1,… a1, a0 are con-
stant coefficients, ∆iUn = ∆i-1∆Un for all i ≥ 2 and ∆Un = Un+1 
- Un. The article is organized as follows: In Section 2, new
basic theorems about the Fourier transform method related
to difference equations are introduced. In section 3, five
examples are solved by using FTM. Finally, the conclusions
are presented in section 4.

Preliminaries
Definition 2.1. [16] Let U(t) be piecewise continuous 

function defined on the entire number line, then its Fourier 
transform in the angular frequency form is following:

(2)
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Definition 2.2. [16] The inverse Fourier transform of 
 is given by:

  (3)

The difference equations are the problem of finding 
the given sequence over the relation of previous terms of a 
defined sequence on natural numbers. To make it possible 
to take the Fourier transform of the sequence we define a 
new function based on that sequence as follows:

Let Un be any given sequence defined on natural num-
bers we define corresponding function

  
(4)

where 

The function U(t) defined in this way with domain 
[0,∞) coincides with the sequence Un in the natural num-
bers. In this case, the sequence Un is the solution of the dif-
ference equation (1) if and only if the function U(t) satisfies 
this equation.

Now we give the Fourier transform of this function and 
the same shifting properties as well.

so

  (5)

The Basic Theorems
Theorem 2.1.1. Let  the Fourier transform of 

 then

Proof. We assume that U(t + k) is presented as follows

where 

 
Now using Fourier transform on both sides of Eq (6), 

we obtain

where

Theorem 2.1.2. If U(t) = 1 then  for 
Im(ω) < 0.

Proof. By using Eq (5) we get

for

Theorem 2.1.3. If U(t) = t, then  
for Im(ω) < 0.

Proof. By using Eq (5) we obtain

for Im(ω) < 0.
Theorem 2.1.4. Let k ∈ ℕ, t ≥ k and U(t) = tk = t(t-1)…

(t - k + 1) then 
for Im(ω) < 0.
Proof. We know that: 
By differentiating both sides with respect to x, we get:

And more generally
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(7)

We can rewrite the equation (7) as follows

  
(8)

Now by applying Fourier transform of our function and 
using Eq (5) we obtain

for Im(ω) < 0.

Theorem 2.1.5. Let a ∈ ℂ, a ≠ 0 and U(t) = at, then 

 for 

Proof. By using Eq (5) we get

Lemma 2.1.6. Let a ∈ ℂ, a ≠ 0 and U(t) = tat, then 

 for  

Corollary 2.1.7. 

Theorem 2.1.8. If  then 

, for  

Proof. By definition of inverse Fourier transform, we 
get 

for 

Theorem 2.1.9. If a ≠ 0  then

 

Proof. By definition of inverse Fourier transform, we 
get

for 

Fourier Transforms of Polynomials
We have seen above Fourier transform of falling power 

polynomial

can be formulated like  Now if we 
want to evaluate Fourier transform of any polynomial we 
might face complex expressions, and it is better to avoid 
that complexity, if we write a polynomial in the form of a 
polynomial of falling powers, we can find the Fourier trans-
form more easily and without any confusion. For example 
instead of U(t) = t2 we can rewrite this function as U(t) = 
t(t-1) + t and by taking Fourier transform we get:
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In this case, the problem arises of expressing a polyno-
mial in terms of a polynomial of falling powers.

We want to find ak such that

  (9)

here some powers of t in terms falling powers 
polynomial:

If we continue like this, we get a triangle of correspond-
ing coefficients:

Coefficient matrix S is lower triangular matrix that kth 
row elements gives coefficients of falling power polynomi-
als in the expansion of polynomial tk. We can formulate this 
matrix by relation

Applications of Fourier Transform Method
In this section, some examples are presented to show 

the efficiency and validity of the proposed method.
Example 3.1. Consider the following linear of 2nd  order 

difference equation

  (10)

with U(0) = U(1) = 0
We can rewrite equation (10) as follows

  (11)

By applying Fourier transform of (11), gives

This can be reduced to

 can be represented as a partial fraction expansion as 
follows

  

(12)

By applying inverse Fourier transform of (12), gives

Where H(t) is Heaviside step function.
Example 3.2. Consider the following linear of 1st order 

difference equation

  (13)

with the condition U(0) = 0.
We can rewrite equation (13) as follows

  (14)

by the formula (9), we can write equation (14) as follows

  (15)

By applying Fourier transform of (15), gives

This can be reduced to

  (16)

By applying inverse Fourier transform of (16), gives

Example 3.3. Consider the following linear of 3rd order 
difference equation

  (17)

with the conditions U(0) = 0, U(1) = 1, U(2) = 1.



Sigma J Eng Nat Sci, Vol. 42, No. 4, pp. 1239−1244, August, 2024 1243

We can rewrite equation (17) as follows

  (18)

By applying Fourier transform of (18), gives

So

 can be represented as a partial fraction expansion as 
follows

By applying inverse Fourier transform of (19), gives

Example 3.4. Consider the following linear of 4th order 
difference equation

  (20)

with the conditions U(0) = 1, U(1) = -1, U(2) = 2, U(3) = 0.
We can rewrite equation (20) as follows

  
(21)

By the formula (9), we can write equation (21) as follows

  
(22)

By applying Fourier transform of (22), gives

So

and this is just rational function in terms of eiω, except  
factor. so by partial fractions we get:

  

(23)

 

By applying inverse Fourier transform of (23), gives

Example 3.5. Consider the Fibonacci sequence defined 
by difference equation

  (24)

We can rewrite equation (24) as follows

  (25)

By applying Fourier transform of (25), gives

so that

This can be reduced to

 can be represented as a partial fraction expansion as 
follows
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(26)

where  is the golden ratio, and  is the 
silver ratio.

By applying inverse Fourier transform of (26), gives

CONCLUSION 

In this study, a new accurate technique (Fourier 
Transform Method) was applied to solve the linear of 
mth-order difference equation with constant coefficients, 
also successfully overcoming the finding of the Fourier 
transform of a polynomial function. In addition, we gave 
five examples. One of them is the difference equations from 
the Fibonacci sequence. 

AUTHORSHIP CONTRIBUTIONS

Authors equally contributed to this work.

DATA AVAILABILITY STATEMENT

The authors confirm that the data that supports the 
findings of this study are available within the article. Raw 
data that support the finding of this study are available from 
the corresponding author, upon reasonable request.

CONFLICT OF INTEREST

The author declared no potential conflicts of interest 
with respect to the research, authorship, and/or publication 
of this article.

ETHICS

There are no ethical issues with the publication of this 
manuscript.

REFERENCES

 [1] Kelley W. G, Peterson A. C. Difference equations: 
an introduction with applications. Cambridge, 
Massachusetts: Academic Press; 2001.

 [2] Gupta R. C. On particular solutions of linear differ-
ence equations with constant coefficients. SIAM Rev 
1998;40. [CrossRef]

 [3] Agarwal R. P. Difference equations and inequali-
ties: theory, methods, and applications. Boca Raton, 
Florida: CRC Press; 2000. [CrossRef]

 [4] Avezov S, Düz M, Issa A. Solutions to differential-dif-
ferential difference equations with variable coeffi-
cients by using fourier transform method. Süleyman 
Demirel Univ Fac Arts Sci J Sci 2023;18:259-267. 
[CrossRef]

 [5] Berinde V. A Method for Solving Second Order 
Difference Equations. In Cheng S, (editor). New 
Developments in Difference Equations and 
Application. London: Routledge; 2017. p. 41-48. 
[CrossRef]

 [6] Feldmann L. On linear difference equations with 
constant coefficients. Period Polytech Electr Eng 
1959;3:247-257.

 [7] Fort T. Linear difference equations and the Dirichlet 
series transform. Amer Math Monthly 1955;62:641-
645. [CrossRef]

 [8] Olver F. W. Numerical solution of second-order 
linear difference equations. J Res Nat Bureau Stand 
1967;71:111-129. [CrossRef]

 [9] Arikoglu A, Ozkol I. Solution of difference equa-
tions by using differential transform method. Appl 
Math Comput 2006;174:1216-1228. [CrossRef]

 [10] Hatipoglu V. F. Taylor polynomial solution of dif-
ference equation with constant coefficients via time 
scales calculus. New Trends Math Sci 2015;3:129.

[11] Gencev M, Salounova D. First-and second-order lin-
ear difference equations with constant coefficients: 
suggestions for making the theory more accessible. 
Int J Math Educ Sci Technol 2022;54:1349-1372. 
[CrossRef]

[12] Gupta RC. On linear difference equations with con-
stant coefficients: An alternative to the method of 
undetermined coefficients. Math Mag 1994;67:131-
135. [CrossRef]

[13] Rivera-Figueroa A, Rivera-Rebolledo J. M. A new 
method to solve the second-order linear difference 
equations with constant coefficients. Int J Math 
Educ Sci Technol 2016;47:636-649. [CrossRef]

[14] Rivera-Figueroa A, Rivera-Rebolledo JM. A 
response to Tisdell on 'Critical perspectives of 
the "new" difference equation solution method'of 
Rivera-Figueroa and Rivera-Rebolledo. Int J Math 
Educ Sci Technol 2020;51:150-151. [CrossRef]

[15] Tisdell C.C. Critical perspectives of the 'new'differ-
ence equation solution method of Rivera-Figueroa 
and Rivera-Rebolledo. Int J Math Educ Sci Technol 
2019;50:160-163. [CrossRef]

[16] Düz M, Issa A, Avezov S. A new computational tech-
nique for Fourier transforms by using the differen-
tial transformation method. Bull Inter Math Virtual 
Inst 2022;12:287-295.

https://doi.org/10.1137/S0036144596320193
https://doi.org/10.1201/9781420027020
https://doi.org/10.29233/sdufeffd.1318890
https://doi.org/10.1201/9780203745854-5
https://doi.org/10.1080/00029890.1955.11988713
https://doi.org/10.6028/jres.071B.018
https://doi.org/10.1016/j.amc.2005.06.013
https://doi.org/10.1080/0020739X.2022.2140081
https://doi.org/10.1080/0025570X.1994.11996200
https://doi.org/10.1080/0020739X.2015.1091517
https://doi.org/10.1080/0020739X.2019.1565452
https://doi.org/10.1080/0020739X.2018.1469796

