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ABSTRACT

Sentiment analysis (SA) is a very popular research topic in the text mining field. SA is the 
process of textual mining in which the meaning of a text is detected and extracted. One of the 
key aspects of SA is to analyze the body of a text to determine its polarity to understand the 
opinions it expresses. Substantial amounts of data are produced by online resources such as 
social media sites, blogs, news sites, etc. Due to this reason, it is impossible to process all of this 
data without automated systems, which has contributed to the rise in popularity of SA in re-
cent years. SA is considered to be extremely essential, mostly due to its ability to analyze mass 
opinions. SA, and Natural Language Processing (NLP) in particular, has become an over-
whelmingly popular topic as social media usage has increased. The data collected from social 
media has sourced numerous different SA studies due to being versatile and accessible to the 
masses. This survey presents a comprehensive study categorizing past and present studies by 
their employed methodologies and levels of sentiment. In this survey, Turkish SA studies were 
categorized under three sections. These are Dictionary-based, Machine Learning-based, and 
Hybrid-based. Researchers can discover, compare, and analyze properties of different Turkish 
SA studies reviewed in this survey, as well as obtain information on the public dataset and the 
dictionaries used in the studies. The main purpose of this study is to combine Turkish SA ap-
proaches and methods while briefly explaining its concepts. This survey uniquely categorizes 
a large number of related articles and visualizes their properties. To the best of our knowledge, 
there is no such comprehensive and up-to-date survey that strictly covers Turkish SA which 
mainly concerns analysis of sentiment levels. Furthermore, this survey contributes to the liter-
ature due to its unique property of being the first of its kind.
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INTRODUCTION

Sentiment Analysis (SA), also referred to as Opinion 
Mining (OM), encompasses the process of contextually 
mining the text which includes detecting, identifying, and 

extracting properties [1]. To realize and automate sentiment 
analysis, NLP is used. Sentiment analysis has several appli-
cations. For instance, it can be used to determine the polar-
ity of a text, meaning that it can be categorized as positive, 
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neutral, or negative, and to identify individuals’ opinions, 
attitudes, and emotions towards an entity or an event [2]. 
Since sentiment analysis is such a versatile tool, it can be 
applied in a variety of fields, including marketing, consumer 
information, politics, and social networks. An increasing 
amount of people have started to share their opinions and 
ideas about significant concepts, events, situations, etc. on 
social networks, which has led to the vast popularity of SA 
as a research topic [1]. Anecdotally, some of the most widely 
used social networks are Twitter, Facebook, Instagram, etc. 
Collecting data is a significant issue for every type of study. 
Studies that use more data provide more realistic and accu-
rate results but finding proper data is generally challenging. 
But the increase in the usage of social networks provides 
significant sources of versatile data for sentiment analysis 
and this can be considered a reason behind its popularity. 
The general process of implementing a sentiment analysis 
model is given in Figure 1. 

In this survey, studies about Turkish sentiment analysis 
are collected, analyzed, and summarized. All the collected 
studies are analyzed and summarized in a similar structure 
which consists of their approach, methodology, and per-
formance. This survey categorizes studies considering the 
approaches employed and their level of sentiment analysis. 

There are three primary categories of sentiment analysis. 
These are Dictionary-based sentiment analysis, Machine 
Learning-based, and Hybrid-based sentiment analysis. 
This study also compares different types of SA studies and 
forms a table accordingly within each category based on 
the level of sentiment analysis, amount of data used and 
accuracy. The comparison tables are presented for each cat-
egory. The advantage of these comparison tables are their 
efficiencies for presenting the main properties of studies in 
each category from different aspects. This survey also pres-
ents a list of public datasets that can be accessed and used 
for future sentiment analysis research. This list includes, the 
type of dataset, the year it was created, its language, size and 
source link can be found. Additionally, the list of the most 
used lexicons including their language, the size and infor-
mation on sentiment polarity is also presented in this sur-
vey. This research can be useful for future researchers who 
are interested in Turkish Sentiment Analysis as it covers 
many different applications of Turkish Sentiment Analysis 
in one publication. This survey uniquely categorizes differ-
ent approaches used in Turkish Sentiment Analysis. The 
contribution of this survey is significant for various rea-
sons. Firstly, this survey reviews and summarizes a large 
number of previous and recent articles according to used 

 

Figure 1. General Process of Turkish Sentiment Analysis.
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approaches. This can help interested researchers to easily 
access the properties of various Turkish Sentiment Analysis 
studies from past to present and maybe choose the best 
approaches and techniques for specific research or appli-
cations. Second, comparisons of studies from each category 
are illustrated using tables. This helps visualize the different 
aspects of studies and allows the easy detection of studies’ 
main features. Third, public datasets and the most fre-
quently used lexicons are collected and listed, which can be 
accessed by interested researchers to source new research. 

This survey is organized as follows: In subsection 1.2, 
the challenges of Turkish sentiment analysis are presented. 
In subsection 1.3, an overview of Turkish sentiment anal-
ysis is provided. In section 2, the studies using dictio-
nary-based approaches in sentiment analysis are explained. 
In section 3, the studies using machine learning-based 
approaches in sentiment analysis are explained. In section 
4, the studies using hybrid-based approaches in sentiment 
analysis are explained. In section 5, different method-
ologies for constructing a sentiment analysis system are 
explained. In section 6, the most popular dictionaries and 
datasets used in Turkish sentiment analysis are presented. 
In section 7, a general discussion is made about sentiment 
analysis, including the key points to consider when imple-
menting a sentiment analysis system and current challenges 
in the field. In section 8, the conclusion of this research is 
presented. 

The Challenges in Sentiment Analysis and Comparison 
of Turkish Sentiment Analysis with Different Languages

Since sentiment analysis is a language-dependent pro-
cess, the degree of difficulty associated with performing 
sentiment analysis in different languages varies. Many lin-
guistic or other types of issues can occur while performing 
sentiment analysis [3]. In sentiment analysis tasks, prepro-
cessing techniques are generally applied to the data. In the 
preprocessing stage, the text can be normalized, stemmed, 
lemmatized, etc. The agglutinative structure of Turkish 
makes the preprocessing stages generally difficult which 
complicates Turkish sentiment analysis. In Turkish, the 
form of a word changes by attaching suffixes to the base 
(root) word which can change the semantic orientation of 
the word. This also creates additional challenges in Turkish 
sentiment analysis [4,5]. In contrast, the English language 
has a relatively low degree of complexity and inflection, 
which makes it easier to perform sentiment analysis. Due to 
the morphology of the Turkish language, creating or find-
ing a proper sentiment lexicon that includes all variants of 
words can be impossible compared to other languages such 
as English. Turkish has a large number of unique words and 
idiomatic expressions that may not be found in other lan-
guages. This can make the sentiment analysis process more 
difficult since the polarities or meanings of these expres-
sions cannot be extracted automatically [3]. Another chal-
lenge is that some Turkish characters do not exist in the 
English alphabet. The transformation of those characters 

adds difficulties to the sentiment analysis process [4,5,6]. 
Another important challenge in Turkish sentiment anal-
ysis is the limited resources in sentiment lexicons. There 
may be fewer annotated Turkish texts available for training 
and evaluating sentiment analysis algorithms compared to 
English texts [5,6,7]. In addition to the limited resources, 
the size of the already-limited Turkish lexicons is narrow. 
Since sentiment analysis is language-dependent, lexicons 
used in sentiment analysis differ by the language of the 
sentiment analysis. There are a wide variety of sentiment 
lexicons available for use in other languages, especially 
English [6,7]. Lastly, the way that people express sentiment 
and the words and phrases they use to do so can vary across 
cultures. Therefore, variations in the way sentiments are 
expressed can impact the methods of conducting sentiment 
analysis in different languages. Due to all of these reasons, 
Sentiment Analysis is most popularly employed in English 
due to its convenience and there is very limited research 
published on SA in other complex languages such as 
Turkish, French etc. [6]. To summarize, the most important 
challenges of performing Turkish Sentiment Analysis are; 
• Language dependency of the sentiment analysis process.
• Language complexity of Turkish.
• Linguistic issues due to the structure of the Turkish 

language.
• Vocabulary and idiomatic expressions present in 

Turkish.
• Word Level Sentiment Analysis: Sentiment analysis is 

conducted on individual words.
• Limited resources in Turkish sentiment lexicons 

(Annotation availability).
• Narrow capacities of available sentiment lexicons in 

Turkish.
• Cultural differences between different languages.

The Overview of Turkish Sentiment Analysis
Sentiment Analysis can be performed on many different 

levels using many different approaches. The levels that the 
sentiment analysis is performed are aspect level, document 
level, sentence level and word level.

Aspect Level Sentiment Analysis: In aspect level sen-
timent analysis, keywords are chosen as entities and sen-
timent analysis is performed accordingly. Aspect-level 
sentiment analysis is also referred to as targeted sentiment 
analysis. Aspect-level sentiment analysis operates under the 
premise that sentiment is dependent on entities. 

Document Level Sentiment Analysis: Document-level 
sentiment analysis involves analyzing the overall sentiment 
of an entire document, which may be composed of multiple 
sentences. The goal of this type of analysis is to understand 
the sentiment of the entire document. 

Sentence and Document Level Sentiment Analysis: 
Sentence-level sentiment analysis involves analyzing the 
sentiment of a single sentence, which is made up of multi-
ple words. The goal of this type of sentiment analysis is to 
understand the sentiment of the entire sentence. 
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Word Level Sentiment Analysis: Sentiment analysis is 
conducted on individual words. In Sentiment Analysis, dif-
ferent approaches can be used. These approaches are cate-
gorized as dictionary-based, machine learning (ML)-based, 
and hybrid-based.

Dictionary-Based Sentiment Analysis Approaches: 
An external lexicon is used to perform sentiment analysis.

ML-Based Sentiment Analysis Approaches: 
Supervised machine learning, unsupervised machine 
learning, or deep learning methods are used to perform 
sentiment analysis.

Hybrid-Based Sentiment Analysis Approaches: In 
hybrid approaches, instead of using one approach, combi-
nations of different approaches are used.

The overview of sentiment analysis is presented in 
Figure 2. 

TURKISH SENTIMENT ANALYSIS WITH DICTIO-
NARY BASED APPROACHES

In this section, Turkish sentiment analysis studies that 
use dictionary-based approaches are collected, analyzed, 
and reviewed. Sentiment analysis can be realized at a variety 
of levels. These are word, sentence, aspect, and document 
levels. Regardless of the level of sentiment analysis, the dic-
tionary-based approach relies on a sentiment lexicon and a 
collection of known and precompiled sentiment terms [8]. 
This means an external lexicon is utilized to perform the 
sentiment analysis. Generally, if the lexicon used contains 

polarity scores of words, the word polarities are used to cal-
culate the sentiment value. The lexicons that contain infor-
mation about word polarities are called polarity lexicons. 
Additionally, there are important usages of lexicons in sen-
timent analysis other than encompassing word polarities. 

Aspect Level Sentiment Analysis
This section provides an evaluation of a study that 

applies dictionary-based approaches to perform an aspect-
level Turkish SA, focusing on its approaches, methodology, 
dataset and performance. In aspect level SA, which is also 
referred to as targeted SA, special keywords are selected 
as entities from the given text and the SA is performed 
towards the targeted entities. 

Dehkharghani et al. [3] studied SA in and Turkish senti-
ment analysis was performed at different granularity levels. 
In this study, a comprehensive sentiment analysis system 
was built for Turkish. In the study, a large dataset was used, 
which was collected from various Turkish movie review 
websites. The dataset that is used contains 60,000 docu-
ments. They only used a subset from the Turkish movie 
dataset. First, they started by manually labeling 2,700 sen-
tences and 1,000 randomly selected documents. This label 
annotation process was performed manually by three peo-
ple. They labeled the data as “positive”, “negative”, or ”neu-
tral”. Following the process of labeling, the distribution of 
labels for sentences was 50% positive, 30% neutral, and 20% 
negative, and for documents, it was 52% positive, 29% neu-
tral, and 19% negative. Since they made sentiment analysis 

Figure 2. Overview of Turkish Sentiment Analysis.
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at different granularity levels, the proposed system has sev-
eral different components. The different granularity levels 
are word level, aspect level, and lastly sentence and docu-
ment levels. First, the document was segmented into sen-
tences, then they used tokenization to parse the sentences. 
Following this process, they used a morphological analyzer 
tool for each word. At the end of this process, they assigned 
polarity scores to the words’ n-grams which are unigram, 
bigram, and trigram. For the processes, they used different 
data and NLP tools. They used the ITU Turkish Parser for 
tokenization and morphological analysis. The SentiTurkNet 
lexicon was used for finding the polarity scores of words. 
For the classification, the Logistic Regression classification 
method was trained and used for different granularity lev-
els. For sentence-level classification, 16 different features 
were used to train the classifier, for document classification, 
20 features were extracted and used and for aspect- level 
classification, average polarity and number of tokens were 
used as features. Specifically, word polarities, polar words, 
sentence types, sentence polarities, emoticons, and linguis-
tic issues such as the number of adjective verbs, number 
of initial capital words and number of domain-specific 
indicative terms were used as features. When the proposed 
system is applied to the chosen data, by utilizing all of the 
features, they obtained 73.42% and 79.06% accuracy in sen-
tence and document classification. In future works, it will 
be possible to resolve every issue and sub-problem associ-
ated with Turkish sentiment analysis. Additionally, it can be 
attempted to extend the complexity of the proposed system 
in the future by exploring the phrase-level sentiment analy-
sis thoroughly. Furthermore, the sentiment analysis process 
of the study [3] is given in Figure 3. 

Sentence and Document Level Sentiment Analysis
In this section, studies on Turkish SA on the sen-

tence-level are reviewed based on methodology, data-
set, and performance. All the reviewed studies below use 

dictionary-based approaches. In sentence-level SA, the sen-
timent of sentences is extracted based on the information 
obtained from the whole sentence. 

Another recent study had been proposed by Suat and 
Çınar in [9], wherein the relationships between news about 
companies and company values were analyzed in the year 
2014 using text mining and sentiment analysis. Company 
publications, news in the media, and social media were 
used as data sources. In the study, it was stated that in the 
digitization of textual data, an approach based on sentiment 
dictionaries would be used to detect the sentiment contents 
of textual data. For the analysis stage of this study, a polarity 
lexicon was chosen and used to perform sentiment analysis. 
The analysis was performed at document-level. According 
to sentiment analysis, it has been detected that company 
values are also affected by perceptions and prejudices, 
unlike priorities such as market investment. This suggests 
that the quality with which work is accomplished in a com-
pany does not hold much significance on its own, without 
proper marketing and advertising, the real value and effects 
of the work cannot be reached within the company. No 
matter how well companies perform, if the performed work 
cannot be promoted effectively and supported by advertise-
ments, it won’t make a big impact and may be forgotten in a 
short amount of time.

In a new approach proposed by Dehkharghani et al. in 
[3], sentiment analysis was performed on different granular-
ity levels. The levels that the sentiment analysis performed 
were aspect level, word level, sentence level, and document 
level. The polarity of the sentences was extracted from doc-
uments and classified with a lexicon-based approach. The 
details of this sentence-level polarity classification can be 
found under section 2.1. 

The authors in [10] attempted to develop a sentiment 
lexicon using existing approaches. In order to create the 
sentiment lexicon, Twitter data was used to conduct senti-
ment analysis. Sentiment analysis was realized for two dis-
tinct topics; the first topic was the effects of weather change 
on people’s feelings. The second topic was to analyze the 
feelings of people regarding a specific tv-show. To per-
form sentiment analysis on these two different topics, lex-
icon-based approaches were used. The details of this study 
can be found under section 5. 

The authors presented a new framework for sentiment 
analysis classification in [11], using a relatively large Turkish 
movie site dataset that consists of 60k movie reviews. The 
dataset is collected from a website called Beyazperde. To 
create this framework, the authors have customized the 
SentiStrength sentiment analysis library and used it accord-
ingly. First, the SentiStrength sentiment lexicon is trans-
lated into Turkish to be used in sentiment analysis. Then, 
this newly formed Turkish sentiment lexicon was used to 
classify the polarities of Turkish movie reviews. The system 
was evaluated depending on the accuracy scores. The accu-
racy was calculated by the ratio of the number of reviews 

Figure 3. Overview of the system.
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that have the correctly predicted polarity scores and the 
number of reviews that have incorrectly predicted scores. 

In [12], Çoban et al. proposed a sentiment analysis sys-
tem to classify the polarity scores of tweets. First, the data 
was gathered and prepared. For the intended purpose, the 
words in the dataset were stemmed and the stop words 
removed. Lastly, term frequency methods were used to 
determine which words in the dataset are more dominant. 
In this study, three different term frequency methods, TF 
(Term Frequency), Boolean, and TF-IDF (Term Frequency-
Inverse Document Frequency). The authors used both 
machine learning-based and lexicon-based approaches 
were separately used to perform sentiment analysis. In the 
lexicon-based approach, the sentiment analysis was per-
formed on the sentence level using the polarity information 
of each word in the sentence. The proposed system using 
the lexicon-based approach achieved a 77.1% accuracy 
rate while the proposed system that uses a machine learn-
ing-based approach to perform sentiment analysis achieved 
89% accuracy. A detailed review of this study can be found 
under section 3.2.

The primary purpose of the study conducted by Albayrak 
et al. [13] was to analyze and interpret ideas on Twitter, 
where people share their opinions on certain issues. The 
tweets that were posted with the hashtag ”bedelliaskerlik-
geliyor” were collected from Twitter using the “TwitterAPI” 
with the ”Tweepy” library. From this process, a dataset con-
taining 12739 pieces of data was created from the tweets 
posted on this subject between October 10-12, 2017, and 
the data were preprocessed using the” NLTK” library. For 
preprocessing, the punctuation marks, etc. were removed 
from the dataset. The remaining words in the dataset were 
analyzed and interpreted by using the” SentiTurkNet” sen-
timent analysis dictionary, and how people felt about the 
hashtag topic were analyzed. According to the results, the 
benefits obtained by combining data analysis and senti-
ment analysis were determined. One of the advantages of 
the study is that people’s thoughts can be identified about a 
certain subject with a solution model that is more suitable 
to the sociological sensitivity of the public. 

Karaöz and Gürsoy proposed a new approach in [14] 
with the aim of indicating that people who work in the 
social science field with no sufficient software knowledge 
can also perform sentiment analysis on relatively large 
data. For this purpose, sentiment analysis was performed 
by using two dictionaries. Dictionaries were used to deter-
mine the polarity values of the words in the dataset. The 
data used in the study consists of different tweets which are 
collected over a period longer than eight-months about a 
TV channel. During this period, a total of 1,200,000 tweets 
were collected. In this study, only R language and Excel-vba 
were used. First, the dataset was divided to test and train 
the system. The division of the used dataset was as fol-
lows: 80% for testing of the system and 20% for the exper-
iment. According to the results of this study, the average 
accuracy rate is calculated as 68.12%. From these results, 

we can claim that this study underperformed in terms 
of accuracy. Thus, we can interpret that the studies that 
include other methodologies such as Machine Learning, 
etc. to perform sentiment analysis generally possess higher 
accuracy rates. As a future process, it is aimed to perform 
better text preprocessing and better usage of sentiment dic-
tionaries to increase the accuracy rate of the system. The 
advantage of the study is to show that anyone can perform 
sentiment analysis without having advanced programming 
knowledge.

 Another SA methodology is implemented by Yüksel 
and Tan in [15]. This methodology proposes to analyze and 
classify restaurant reviews as positive, negative or neutral. 
They used a self-collected dataset which was gathered from 
the Foursquare application and comprises 7086 Turkish 
reviews from 128 different restaurants. They used the ITU 
Turkish NLP Web Service, Zemberek and Google Translate 
API. Their presented approach, Social Information 
Discovery Algorithm (SIDA), makes decisions in classifi-
cation based on the presence of some special words which 
alerts the polarity of the sentiment of a review. According 
to the experimental results they reported, their algorithm 
achieved an 81,97% accuracy rate while NB algorithm 
achieved a 73% accuracy rate in Turkish reviews. 

Authors in [16] conducted a sentiment analysis on 
Twitter data. In this study, the sentiment values of tweets 
were determined and labeled as positive, negative, or neu-
tral in addition to extracting keywords from tweets and 
thus creating a sentiment dictionary. In this study a dic-
tionary-based approach with an n-gram model is used 
for classification. As a dataset, it was created by collect-
ing approximately 7k Turkish tweets from Twitter over a 
4-month period. First, all the tweets in the dataset were pre-
processed by removing redundant characters and process-
ing special Turkish characters to prepare the data for the 
classification process. The number of repetitions of words 
along with word frequencies was found. For the N-gram 
model, 2,3,4 grams were used. In the dictionary-based 
approach, the words were classified and grouped as posi-
tive, negative, or neutral according to the information in 
the dictionary. The system was evaluated. As a result, the 
proposed system achieved the highest accuracy rate of 72%. 

Word Level Sentiment Analysis
In this section, Turkish SA studies which employ a word-

level SA are reviewed. These studies are reviewed based 
on methodology, dataset, and performance. The reviewed 
studies use dictionary-based approaches to perform word-
level SA. In word-level SA, the polarities of single words are 
detected. In the study conducted by Dehkharghani et al. [3], 
sentiment analysis was performed on different granularity 
levels. The levels that the sentiment analysis performed 
were aspect level, word level, sentence level and document 
level. Word level polarity classification was performed. The 
word n-grams were assigned polarity scores using lexicon 
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based approaches. All of the details about this word polarity 
assignment can be found in section 2.1. 

The study by Aydın et al. [17] proposed an approach 
to generate word and document embeddings for sentiment 
analysis. The sentiments of words were unstable. Sentiments 
can differ from one corpus to another. The reason for this 
instability is the usage of various methods and approaches 
in SA. This instability causes unbalance in system evalua-
tions. In this study, the authors combined contextual and 
supervised features with the general semantic representa-
tion of words that occur in the dictionary. This research 
tried to create word vectors while using semantic and sen-
timental features of words in the vector generation process. 
The proposed model has many different components in its 
methodology. In the dictionary approach, they used the 
TDK lexicon which contains 616.767 different words. From 
this lexicon, the polarities of words have been obtained. But 
since the TDK lexicon was not a sentiment lexicon, TDK 
was combined with the domain-specific scores gathered 
from the corpus to generate word vectors. In the final com-
ponent, supervised contextual 4 scores, four supervised 
scores are assigned to each word obtained from the corpus. 
Considering this component, a more precise polarity score 
can be achieved since four scores are analyzed rather than 
only one score which is the self-score. After different com-
ponents are created distinctly, they combined the generated 
output together to receive the best possible result. Lastly, 
the document vectors were generated accordingly. The 
flowchart of the proposed system can be seen in Figure 4. 

Erşahin et al. proposed a hybrid approach in [18] to 
apply in Turkish sentiment analysis. A detailed review of 

this study can be found in section 4.2. The detailed review 
study by Türkmenoğlu and Tantuğ [19] can be found under 
3.2. The authors in [19] used lexicon- and machine-based 
learning approaches separately.

Performance Comparisons of Dictionary Based 
Approaches

Table 1 presents Dictionary-Based Turkish Sentiment 
Analysis studies, categorizing them by year of publication, 
the utilized approach, analytical level, dataset size, and 
highest accuracy reported. As presented in Table 1, [20] 
achieves 91% accuracy, leveraging a substantial dataset of 
43,000 samples. Notably, studies [11] and [19] both employ 
the SentiStrength dictionary; [11] achieves a 73.7% accu-
racy rate with a dataset comprising 60,000 samples, while 
[19] demonstrates a slightly higher accuracy of 77.1% using 
a dataset of 20,000 samples. However, it’s worth noting 
that for a more comprehensive performance comparison 
between these studies, additional details concerning their 
respective datasets and approaches are required. 

Various approaches can be used to find the sentiment 
of a given text. These are dictionary-based, ML-based 
and hybrid based. In this chapter, we analyzed sentiment 
studies using dictionary-based approaches. While dictio-
nary-based sentiment analysis has its benefits such as offer-
ing simplicity and transparency, it is considered outdated 
when compared to hybrid ML approaches. Dictionary-
based methods have limitations as they don’t have the abil-
ity to recognize context well, making them less effective 
in capturing subtleties in language [8] which leads to less 
effective results in performance. They struggle to perform 

Figure 4. The flowchart of the system.
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sufficiently with complex languages like Turkish. Besides, 
hybrid approaches combine the simplicity of dictionaries 
with the contextual understanding of ML, offering a bal-
anced solution. The evolution of ML-based techniques has 
significantly improved accuracy and adaptability, making 
dictionary-based methods less popular in today’s dynamic 
world of sentiment analysis. In particular, the usage of 
deep-learning techniques has evolved over the years and 
can provide outstanding results. In chapters 3 and 4, ML 
and hybrid-based approaches are further explained. 

TURKISH SENTIMENT ANALYSIS WITH ML 
BASED APPROACHES 

In this section, Turkish sentiment analysis studies that 
use ML-based approaches are presented. ML is considered 
an important concept and a versatile tool that has gained 
popularity in recent years and is now applied in many dif-
ferent fields. Due to its versatility, ML can be classified as the 
most popular approach when compared with other method-
ologies [8]. There are various ML techniques that can be used 
in Turkish sentiment analysis. ML techniques can be classi-
fied as supervised, unsupervised learning and deep learning 
techniques. All categories of ML techniques are useful in 
solving a variety of NLP tasks. In sentiment analysis (SA), 
using ML approaches has many advantages and provides 
successful results when applied to a well-structured large 
dataset. Machine learning and deep learning techniques 
involve training models on large datasets to identify patterns 
and context in Turkish text. These models then assign senti-
ment labels to the text based on their learned knowledge. In 
ML-based Turkish SA, several machine techniques are gen-
erally utilized in a single study. Different levels of ML-based 
Turkish SA can be performed. These levels are aspect level, 
document level, sentence level, and word level. 

Aspect Level Sentiment Analysis
In this section, studies that perform aspect level SA are 

reviewed based on methodology, dataset, and performance. 
The studies reviewed below use machine learning-based 
approaches to perform aspect-level SA.

Another recent study has been conducted by Bayraktar 
et al. in [21] in which a holistic method has been researched 
for Turkish aspect-based SA. As a dataset, many restau-
rant reviews were collected from various resources. Prior 
to the SA process, preprocessing steps were applied to the 
dataset. For preprocessing, spelling errors were removed 
and corrected using Zemberek and Yandex. Then, all the 
words in the dataset were converted to lowercase and 
inflectional suffixes were also removed from the words in 
the dataset using XML tools. This way the preprocessing is 
done and the root words in the dataset are gathered with-
out losing their meaning. In aspect-based SA, the Latent 
Dirichlet Allocation (LDA), Pointwise Mutual Information 
(PMI), C-value, and WSBFE (Web Search Based Feature 
Extraction) are used during the aspect extraction. In [21], 
PMI was used to measure the association between two terms 
P (word1, word2) and indicated the probability of word1 
and word2 coexisting, and the formula P(word1) P(word2) 
represents the probability that the two terms coexist when 
they are statistically independent. Overall, this research 
received 56,28% accuracy in the aspect extraction process, 
and received 52,05% accuracy in sentiment classification, 
which is relatively low. The main reason that the accuracy 
is low is the unpredicted aspect-sentiment pairs which are 
misclassified by the system. As future work, the authors in 
[21] are considering applying a double propagation method 
to increase the success of the aspect sentiment matching. 

  (1)

   (2)

  (3)

Ekinci and Omurca proposed a new approach in [22] 
in which it was aimed to classify the comments written 
about a product via a subject modeling method accord-
ing to product features. In this study, GDA was used as the 

Table 1. Comparisons of Dictionary-Based Turkish Sentiment Analysis Studies

Study Year Level Data size Dictionary Performance metric Result
Vural et al. [11] 2013 Sentence 60k SentiStrength Accuracy 73.7%
Türkmenoglu and Tantug [19] 2014 Sentence 20k Sentistrength Accuracy 77.1%
Akgül et al. [16] 2016 Sentence 7k TDK Accuracy 72%
Karaöz and Gürsoy [14] 2018 Sentence 1.2M Custom Accuracy 68%
Yüksel and Tan [15] 2018 Sentence 7k Custom Accuracy 81%
Erşahin et al. [18] 2019 Sentence 220k SentiTurkNet Accuracy 74.90%
Toçoğlu and Alpkocak [20] 2019 Sentence 43k Custom Accuracy 91%
Aydın et al. [17] 2020 Word 10k TDK Accuracy 78.3%
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topic modeling algorithm. The dataset used consisted of 
1,000 user comments regarding hotels. These reviews were 
collected from the website “www.otelpuan.com”. The data 
consist of a total of 5364 sentences. First, the dataset was 
preprocessed using the Zemberek library. Then, the clas-
sification was performed and the system was evaluated. 
According to the results, the success rate of the system was 
exactly 99%. The advantage of this study is that it achieves 
high accuracy by using the LDA algorithm. The disadvan-
tage of this study is that it used a very small dataset to per-
form classification. So, the rating of the system’s accuracy, 
which is a 99% accuracy rate, may not be reliable. 

Mutlu and Özgür proposed a recent study in [23] that 
focuses on performing a targeted SA on Turkish text. The 
difference of targeted SA over normal SA is that targeted SA 
tries to predict the sentiment of a text according to a spe-
cific text rather than identifying the overall sentiment. To 
perform targeted SA, Bert-based models were implemented 
using different architectures. Bert is a neural network-based 
model which is widely used in Natural Language processing. 
The dataset was collected from Twitter. 19% of the dataset 
includes sentimentally positive tweets, 58% includes neg-
ative tweets and 23% includes neutral tweets. The model 
is trained and tested in the collected dataset. Lastly, the 
results of the proposed Bert model and different baseline 
Bert models were evaluated. According to the results, the 
proposed model outperforms other baseline models by 
achieving a 67% F1-score when tested on the same dataset. 

Sentence and Document Level Sentiment Analysis
In this section, studies performing sentence-level SA are 

reviewed based on methodology, dataset, and performance. 
The studies reviewed below use machine learning-based 
approaches to perform sentence level SA.

Kilimci proposed a new SA system in [24] in which 
the direction of the Borsa Istanbul index is predicted 
using SA. For datasets, two distinct datasets were cre-
ated by utilizing Turkish and English tweets on the tags 
BIST100 and XU100 in Twitter and used in this research. 
These datasets were enriched by using word embedding 
methods such as Word2vec, Glove etc. Although more 
than one method was emphasized in the study, ensemble 
learning was unanimously endorsed in the end. Since it is 
necessary to use different classifiers in ensemble learning, 
the heterogeneous ensemble system is emphasized. In the 
study, Convolutional Neural Network (CNN), Recurrent 
Neural Network (RNN), Long Short-Term Memory 
(LSTM) algorithms were used as basic learners to ensure 
community diversity. The MV and “STCK” methods were 
used to combine community decisions. Firstly, ant colony 
optimization and selection of the features in the data-
set were performed for the dataset. Then, these obtained 
features were embedded using the word2vec and glove 
methods. Following this step, document representations 
were created using Term Frequency Inverse Document 

Frequency (TF-IDF) with Avg(Word2vec), Avg(Glove), 
Avg(Word2vec) +Avg(GloVe), TF-IDF+Avg(Word2vec), 
TF-IDF+Avg(GloVe). Ensemble classification is obtained 
by applying CNN, RNN, and LSTM algorithms to the 
obtained document representations. The results obtained in 
the community classification have been achieved utilizing 
the majority voting and heap community strategy methods. 
As a result, the study achieved a 78.07% classification per-
formance rating for the Turkish dataset [24]. 

The author in [25] proposed an approach to perform SA 
on Turkish tweets from Twitter based on the Latent Dirichlet 
allocation algorithm. In this study, the data from Twitter 
were tried to be classified as positive, negative, or neutral. 
Two approaches can be used to perform SA, machine learn-
ing-based approaches and dictionary-based approaches. 
The dataset used in this study was collected from Twitter. A 
total of 10600 tweets were retrieved from Twitter. 5300 out 
of 10600 tweets were positive tweets and the remaining 5300 
tweets were negative. First, the data were preprocessed, then 
machine learning methods were utilized in tweet classifi-
cation. The Naive Bayes algorithm was chosen as the main 
classification algorithm. The proposed model was evaluated 
using the ”wekada” cross-validation method. According 
to the system evaluation, the proposed system achieved a 
78.34% accuracy rate in tweet classification. 

Kaynar et al. proposed a model in [26] for Turkish 
SA, performed using machine learning and deep learning 
methods. In this study, Turkish data was collected from 
social platforms as a dataset. These data were then classified 
as positive or negative. For the dataset, 2000 movie reviews 
were collected from an online resource of which 1000 these 
reviews were negative, and the remaining were positive. 
For SA, artificial neural networks(ANN), support vector 
machines, Naive Bayes, and center-based classifier methods 
were used. This study mostly focuses on ANN. The ANN 
structure used is given in Figure 5. 

Figure 5. The structure of artificial neural networks.
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Aytekin Keskin proposed a SA method in [27] on 
Turkish texts regarding interest-free finance systems. 
Specifically, perceptions of potential customers towards 
interest-free financial systems were aimed to be detected. 
The dataset used consisted of Turkish reviews of customers 
about the interest-free finance system in January 2019. The 
content of the dataset was collected from various internet 
resources and social media. In this study, a sentence-level 
SA was realized using a Machine learning approach on 
Turkish texts. The SA was performed using an online pro-
gram from the “www.mediatoolkit.com” website. In the 
classification process, the most common concepts related to 
interest-free finance systems were identified and the data-
set was examined using keywords to classify information 
about interest-free finance systems. The SA of the texts in 
the dataset that mentioned concepts related to interest-free 
finance systems resulted in them being classified as posi-
tive, negative, or neutral. These results were analyzed and 
recommendations were put forward based on the findings. 
This study aimed to understand customer perceptions of 
interest-free financial systems. The results showed that the 
mention of ”participation banks” alongside the concept of 
”interest” in the press creates a negative bias towards these 
institutions. Additionally, the association of commercial 
institutions that provide interest-free financing systems 
with various concepts, namely banks, leads to varied feel-
ings about these institutions within society. 

The authors in [12], proposed a SA system to classify 
the polarity scores of tweets. In this study, the dataset was 
collected from Twitter. Twitter API was used in the data 
collection process to retrieve tweets efficiently. This pro-
cess resulted in the creation of a dataset that consists of 20k 
tweets. To classify tweets, machine learning approaches 
were used. Specifically, SVM, Multinomial NB, and K- 
nearest Neighbors (KNN) were used in the classification 
process. In this system, it is stated that since each tweets in 
the dataset can be classified into different categories such 
as positive, negative, etc., and the basic document classi-
fication algorithms were applied. Before the classification 
process began, preprocessing methods were applied to the 
content of the tweets. Then, the attribute selection was per-
formed. The system was evaluated for every machine learn-
ing approach used in the classification. According to the 
results, it is seen that different machine learning approaches 
have different accuracy yields in this system. The accu-
racies of machine learning approaches are NB:62.04%, 
MNB:66.06%, SVM: 62.25%, KNN:65.79%. Thus, based on 
the accuracies achieved in the system, the Multinomial NB 
outperforms other approaches. In conclusion, this study 
used widely known classification methods to perform SA 
on Turkish tweets. For future improvements to the system, 
an external lexicon could be used besides Machine learn-
ing methods. The authors stated that adding an additional 
lexicon would increase the system’s accuracy. The major 
decrease in the accuracy of the system is the result of using 

random sentiment score based methods to determine the 
sentiment value of tweets. 

In the study by Türkmenoglu and Tantug [19], opinion 
extraction was performed and the polarity of these opinions 
were analyzed. To achieve these, two different approaches 
were used. These approaches were Machine Learning-
based and Lexicon-based SA methods. In this study, two 
distinct datasets were used. One of these datasets consisted 
of tweets collected from Twitter. The other dataset consisted 
of movie reviews which were collected from the website 
“beyazperde.com”. In the machine learning approach, SVM 
and NB methods were used in the classification of opinions. 
To use these machine learning methods, a feature set which 
contains word root words and n-grams was represented 
with a bundle of words. For the lexicon-based approach, 
it is attempted to predict the sentimental orientation of an 
input text using sentiment scores of words and phrases in 
text using the information in the sentiment lexicon. As a 
result, the lexicon approach achieved an accuracy of 77.1% 
and the machine learning approach achieved an accuracy 
of 89%. From these results, it is detected that the machine 
learning approach outperforms the lexicon approach. 

In the study conducted by Kaya et al. [28], SA in the 
Turkish language was investigated using different sentiment 
classification techniques. These techniques were different 
supervised machine approaches. A total of four different 
supervised machine learning algorithms were used. These 
are Naive Bayes, Maximum Entropy, SVM and the charac-
ter-based N-Gram Language Model. The N-gram language 
models are used to create the N-gram based character lan-
guage model. Instead of words, this model uses characters 
as the basic unit in the algorithm. For strings ”s,” the model 
provides p(s). The chain rule is given for a character (c) 
and a string (s). The context is limited to the previous (n-1) 
characters due to the N-gram Markovian assumption. As 
a result, the maximum likelihood estimator for N-grams 
is given, where C(sc) is the number of occurrences of the 
sequence in the training data and the denominator is the 
number of single-character extensions of sc. 

  (4)

  (5)

  (6)

For this study, a dataset was created containing Turkish 
political news articles collected from different news sites’ 
political sections. Before the sentiment classification was 
performed, some preprocessing steps were applied to the 
dataset. These preprocessing steps were removing the 
HTML tags and stemming the words in the dataset using 
the Zemberek tool. Then possible roots and suffixes are 
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found automatically. Additionally, a list of words which 
people tend to use to express strong sentiments were cre-
ated to be used in this study. Then, the classification process 
began. To evaluate the system, the K-fold-cross-validation 
was used. The experiments of this study were conducted 
with Bigram and Unigram features. However, results show 
that bigram information is not as useful as information 
obtained through unigram for the Sentiment Classification 
of news. Overall the system received a 76% accuracy rate. 
For future work, the authors thought of adding Named 
Entity Recognition to the system which might be used to 
identify which columnists write about which political party 
or politician etc. 

In this research conducted by Ciftci and Apaydın [29], 
a modern deep learning method called RNN was devel-
oped using LSTM units on the dataset instead of machine 
learning methods that use the word bundle model such as 
Logistic Regression and Naive Bayes for SA and comparing 
the results of RNN based methods with the results obtained 
from traditional machine learning methods. It was revealed 
how much improvement modern natural language process-
ing and deep learning methods can bring about in emotion 
analysis results. An external library was not used for this 
research. First of all, a 355-thousand-word dataset con-
sisting of 283 thousand positive and 72 thousand negative 
words was collected from Turkish shopping and movie 
reviews. After the tags were removed and normalization was 
applied, punctuation marks and stop words were removed. 
Then, the datasets were separated as 80% training and 20% 
testing. After Naive Bayes and Logistic Regression models 
sentences were vectorized using TF-IDF, a hyper parameter 
search was conducted for training. TF-IDF was not used 
for the RNN based algorithm, word vectors directly fed the 
RNN architecture. The results showed that the RNN-based 
deep learning method improved the classification accu-
racy. As a result, the biggest advantage of this research is 
that despite the unbalanced data problems of modern deep 
learning methods and the dominance of positive com-
ments, RNN-based algorithms have been shown to improve 
accuracy in emotion analysis, but the long training times 
of deep learning methods can be viewed as a disadvantage. 

A hybrid machine learning approach is proposed by 
Shehu and Tokat in [30] using ”Random Forest (RF)” 
and ”Support Vector Machine (SVM)” algorithms used 
for Turkish SA. Turkish letters of 3,000 and 10,500 words 
were used as a dataset. A sentiment dictionary translated 
from 27,000 English words was used as the SA dictionary. 
According to this proposed hybrid model, ”Zemberek” was 
used as a resource to find the roots of the words as a first 
step. According to the authors, it has been observed that 
the RF algorithm gives better results than the SVM algo-
rithm in the classification of positive words, while the SVM 
algorithm gives better results than the RF algorithm in the 
detection of negative and neutral words. Based on these 
two results, it was planned to classify the data according to 
two classes, ’Positive’ and ’Others’, using the RF algorithm. 

The data in the ’Others’ class is intended to classify the data 
according to three classes, positive, negative, and neutral, 
using the SVM algorithm. While SVM achieved 76.4% and 
RF achieved 75.9% accuracy in the dataset with 3,000 items 
of content, the mixed method achieved an accuracy rate 
of 86.4%. In the large data set consisting of 10,500 items 
of content, SVM achieved an accuracy of 67.6% and RF 
71.2%, while the mixed method achieved 82.8% accuracy. 
The accuracy of this approach can be improved and tested 
with the use of other data sets. The biggest advantages of 
the study are that the accuracy rates in classification can be 
increased by using larger emotion dictionaries, it is open to 
development due to the improvement of classification algo-
rithms, and it is clear that the mixed model has achieved 
higher accuracy compared to other methods. 

A new SA study was proposed by Acikalin et al. in [31], 
using various data written in Turkish. In this study, two 
models based on the BERT model were proposed. These 
were developed by Google using the transformer architec-
ture. In the first model, a multilingual BERT was adapted 
to the proposed system. In the second model, Turkish texts 
were translated to English after which the main model of 
BERT, which was developed for English, was adapted to 
this Turkish dataset. The mTranslate library was used in 
the translation process of the system. Two distinct datasets 
were used in this proposed system, these datasets included 
movie and hotel reviews collected from online resources. 
The size of the movie reviews dataset includes 53,400 
words, of which 26700 are positive and 26700 are negative. 
The size of the hotel review dataset includes 11,600 words, 
5800 of which are positive and 5800 are negative. The mod-
els that were developed in this study were compared with 
4 different models which are fastText-Tr, and fastText-En. 
Experiments show that when enough data is obtained, the 
BERT model can learn enough features to successfully clas-
sify the given data. In the future, adapting other general 
models for the purpose of text representation on different 
datasets and combining the results with BERT are con-
sidered. Additionally, developing a Turkish version of the 
BERT model is being given considerable thought. 

The study by Balli et al. [33] aimed to find the senti-
mental analysis of Turkish tweets. The main purpose of this 
study was to detect the emotional states of Twitter users by 
classifying the tweets they wrote as positive, negative, or 
neutral. For this purpose, 2 different Twitter datasets were 
used. The first dataset was a public dataset and the sec-
ond one was a custom-made dataset named SentimentSet 
which included 11k tweets and is publicly available. After 
the dataset preparations, preprocessing was applied to the 
datasets to clean and prepare the data for classification. For 
classification machine learning models were used. Before 
the classification, the data was vectorized using the TF-IDF 
vectorizer to convert the text into numerical form to be 
used by the machine learning models. Logistic Regression, 
Random Forest, Naive Bayes, SVM were implemented for 
machine learning models, and for deep learning, LSTM 
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models were implemented. Then, the models were trained 
and tested with the prepared data. According to the results, 
random forest and LSTM models performed the best by 
achieving an 85% accuracy rate. 

The authors in [34] tried to classify tweets about music, 
art, etc. The analysis was conducted within categories. In 
the study, the tweets were taken from Twitter using the 
Twitter API. In this study, the libchart library was used to 
graphically display the output of SA and categorical classi-
fication. The Bayesian algorithm was used for the classifi-
cation of tweets. In this study, the tweets of a Twitter user 
are categorically classified and SA is performed on those 
tweets. In future studies, it is aimed to increase the num-
ber of tweets used in the study and increase the accuracy of 
the system accordingly. The advantage of the study is that 
SA and classification of any given Twitter user can be per-
formed through this created interface. The main disadvan-
tage of the study is that only 100 tweets from a selected user 
can be processed at a time.

 In this study by Tuncer and Çetintaş [35], the authors 
tried to sentimentally classify the tweets on Twitter as posi-
tive, neutral and negative and also to detect malicious tweets. 
For classification, the Decision Tree algorithm and Naive 
Bayes algorithm were used. For the dataset, 20,000 tweets 
were collected and used in the system. Knime program and 
excel macro were used as utility programs. According to the 
evaluation of the system, the system achieved an average 
of 75.2% accuracy rate using the Decision Tree algorithm 
and 56% with using the Naive Bayes algorithm. The advan-
tage of the study was that the classification stages were per-
formed in pairs, which resulted in a more observable result. 
The disadvantage of the study is that some Turkish transla-
tion processes were incomplete. 

In [36], Güran et al. studied the sentiment polarity 
detection problem with social media data. They applied a 
grid search method in order to discover the most suitable 
kernel function in SVM. They used 3 datasets: 1) VS1(3 
classes, 3000 data), 2) VS2(4 classes, 157 data), 3) VS3(3 
classes, 105 data). According to the experimental results 
they reported, their proposed model received an average of 
75.2% accuracy. 

A SA model was proposed in [37] for Turkish text. For 
this purpose, three different types of data were used, which 
were reviews of products, movies, and books. A machine 
learning model was used to process and perform SA on all 
of these three types of data. The data was attempted to be 
classified as positive, negative, or neutral. First, the most 
frequently used 20,000 words in the dataset were deter-
mined. Scores were assigned between 0 and 1 by normal-
ization. By removing the missing and neutral data, 105,220 
data were obtained from each dataset. A mixed set of data 
was created by taking equal amounts of data from all three 
datasets. TensorFlow was used for the models. With the 
Sklearn library, the data was split as 90% training and 10% 
testing. While each model provided a very high (85-95%) 
accuracy in its own channel, the success rate was greatly 

reduced in other channels (50%). While the mixed model 
had success rates of 79.8% and 85.8% in mixed data, it also 
achieved a high success rate of 77.8% and 85.8% in other 
channels. 

In the study by Aytuğ [38], SA was performed by analyz-
ing tweets collected from Twitter. Three different machine 
learning models were used in the classification process of 
tweets. A special dataset was created for this research by 
collecting tweets from Twitter using the Twitter API with 
the Python programming language. This created dataset 
contained a total of 10600 Tweets, 5300 of these tweets 
were positive and 5300 are negative. Before the data clas-
sification process, preprocessing was applied to the dataset. 
For preprocessing, the stop words and characters such as 
“@”, “#” were cleaned and all the words in the dataset were 
rooted using the Zemberek Library and duplicate words 
were removed from the dataset as well. The N-gram model 
was used to determine the appropriate features of the data. 
For classification, NB, SVM, and (Logistic Regression) LR 
models were used. The Weka software was used to per-
form a classification procedure on these three classification 
models. The proposed SA system was evaluated using the 
10-fold cross validation method. According to the results, 
different classification models received different rates of 
accuracy. The LR model received 77.23% accuracy, the 
SVM model received 73.68% accuracy and the model NB 
received 77.78% accuracy. Even though the accuracy rates 
of the three models are close to each other, it is seen that 
the NB model achieved the best accuracy rate compared to 
other models. 

In [39], Sarıman and Mutaf have attempted to analyze 
people’s feelings about Coronavirus through social media 
from the date of the spread of the virus until the present day. 
People’s feelings have been attempted to be analyzed with 
the help of textual material shared on social media, spe-
cifically, tweets shared on Twitter. As of March 11, 2020, 2 
million tweets were collected using the Twitter API to form 
a dataset. To process the data, Python’s ”pandas”, ”numpy” 
and ”sklearn” libraries have been used. Preprocessing was 
applied to the created dataset. Preprocessing is applied by 
removing unnecessary Turkish characters in the dataset 
and also by deleting the recurring tweets in the dataset. 
The tweets underwent SA using machine learning meth-
ods. The meaning of the tweets in the dataset was obtained 
through word sequences, sentence analysis, and emotion 
analysis. Logistic regression was used in the classification 
of tweets. The system was evaluated and the AUC metric 
was used as the basis metric for success. As a result of the 
classification process, five main classes were created as fol-
lows: Eba, Mask, State Support, Curfew, and Short Working 
Allowance. After predicting the sentiment of the tweets, the 
AUC value was obtained. The AUC classification results 
are as follows: Mask (0.97), Eba (0.94), Curfew (0.98), State 
Support (0.86) and Short Working Allowance (0.91) results 
were obtained. 
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The authors in [40] developed an application to analyze 
tweets using the Tweepy, Odoo, and NLTK modules in the 
Python programming language. Analyses were made by 
accessing the tweets posted over the hashtags on the Twitter 
platform. The Odoo module was used to display data and 
results in an organized structure. The NLTK module was 
used to apply natural language processing techniques to 
the data. The dataset used was created by collecting tweets 
from Twitter. As a result of the system, it was observed that 
Twitter tags can be analyzed in a versatile way within a sin-
gle interface. 

In the study by Kaynar et al. [41], a comparison was 
made regarding the Feature Reduction Methods with Deep 
Autoencoder Machine Learning in SA. The autoencoder 
architecture is given in Figure 6. In the autoencoder archi-
tecture, the first layer is the input layer, the second is the 
hidden layer and the final one is the output layer. The space 
between the input layer and the hidden layer is called the 
encoder. The space between the hidden layer and the out-
put layer is called the decoder. The results of using linear 
and nonlinear dimension reduction techniques in combi-
nation with machine learning methods were compared to 
the results of using machine learning methods by them-
selves. It has been observed that the model that uses linear 
and nonlinear methods with machine learning methods 
performs better than the model that only uses machine 
learning models.

In another recent study proposed by Tuzcu in [43], 
Turkish texts were classified through SA. In this study it was 
aimed to receive high accuracy for Turkish SA. A Sentence 
and document-level SA was performed using machine 
learning-based approaches. For the dataset, a total of 91309 

book reviews were retrieved from an online website. Prior 
to the sentiment classification, all of the data in the dataset 
was preprocessed using the methods of the NLTK library. 
Various machine learning algorithms were used in the 
classification process of SA. These classifiers are MLP, NB, 
SVM and LR. The sentence- and document-level SA was 
performed on the same dataset using all these classifiers and 
were compared according to the classification success. The 
system was evaluated using accuracy as a metric. According 
to the evaluation, it can be observed that different machine 
learning algorithms received different accuracy rates when 
tested on the same dataset. The MLP algorithm received an 
89% accuracy rate, the LR algorithm received 84% accuracy 
rate, the SVM algorithm received 80% accuracy rate and 
the NB algorithm received a 77% accuracy rate. According 
to these results, the MLP algorithm performs the best, 
achieving an 89% accuracy rate, when compared with other 
classification algorithms. 

In [44], the authors conducted a SA of Turkish language 
text using a dataset collected from various social media 
platforms. The study employed three algorithms: Random 
Forest, Logistic Regression, and LSTM. The dataset con-
sisted of 28,189 data points collected from five social media 
platforms and manually labeled as positive, negative, or 
neutral. Of these, 5,712 were labeled as positive, 11,567 as 
negative, and 11,247 as neutral. The experimental results 
showed that deep learning models outperformed machine 
learning approaches in terms of performance. In the study, 
the LSTM model achieved the highest accuracy with a rate 
of 84.46%. 

Performance Comparisons of ML Based Approaches
Table 2 presents the Machine Learning-Based SA stud-

ies including their approaches and performance results. In 
this table, ML-based Turkish SA studies are listed based on 
their year of publication, approach, sentiment level, the size 
of the data used, and highest results achieved in the study. 

According to the results, several parameters are required 
to draw a meaningful comparison; approach, data, data size, 
performance metric etc. In this case, to make this compari-
son between the given studies, we should choose the studies 
that used the same performance metric since we don’t have 
the complete information about their dataset. According to 
the given information, the results on Table 2 shows a wide 
range of performance in ML-based Turkish SA. Studies 
like Acikalin et al. [31] and Kemaloğlu et al. [44] achieve 
notably high accuracy rates, while others, such as Çoban 
et al. [12] and Tuncer et al. [35], report comparatively 
lower results. The choice of the machine learning algo-
rithm, dataset size, and specific problem domain can sig-
nificantly affect the outcomes. ML techniques, particularly 
deep learning approaches, have gained popularity in recent 
years to provide solutions for many specific NLP tasks, 
especially in SA [45]. Additionally, the recent utilization of 
deep learning techniques, as seen in studies like Acikalin et 
al. [31], has demonstrated impressive accuracy, underlining Figure 6. The Architecture of AutoEncoder.
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the evolution of these approaches in the field of Turkish 
SA. We can conclude that deep learning tools such as trans-
formers can provide immense results. Bert (Bidirectional 
Encoder Representations from Transformers) is a type of 
transformer model which is used extremely frequently 
for NLP tasks [45], including in language understanding, 
translation, and SA due to its ability for understanding the 
context and relationships between words in a sentence, 
which is essential for many NLP tasks [45]. 

TURKISH SENTIMENT ANALYSIS WITH HYBRID 
APPROACHES 

In this category, Turkish SA studies that use hybrid-
based approaches are presented. Hybrid-based approaches 
are highly preferred for Turkish SA over single approaches 
like dictionary-based approaches. The use of a hybrid 
approach in SA combines elements of both dictionary-based 
and machine learning-based methods to improve the per-
formance and effectiveness of sentiment classification. This 
approach is used to improve the strength and efficiency of 
each method. As a result, in hybrid approaches, machine 
learning techniques are used as a baseline approach. In 
addition to the ML- based approach, dictionary-based 
approaches can be used. In the hybrid approach that uses 
dictionary-based methods, an external lexicon is used with 
ML techniques. Hybrid-based Turkish SA can be executed 

on different levels. These levels are aspect, document, word 
and sentence. 

Aspect Level Sentiment Analysis
In this section, a study performed on an aspect level 

SA is reviewed based on methodology, dataset, and per-
formance. The study reviewed below uses hybrid-based 
approaches to perform aspect-level SA.

In the study by Çetin and Eryiğit [46], SA was per-
formed to analyze people’s feelings to classify opinions as 
positive, negative, or neutral. As a data set, a set of Turkish 
restaurant reviews was used. The dataset consists of a total 
of 1415 sentences of restaurant reviews. Prior to the classifi-
cation process, the data is prepared by using preprocessing 
techniques. A Word segmenter, Turkish character correc-
tor, morphological analyzer, morphological disambiguation 
and dependency parser provided by ITU NLP tool were 
used to prepare the data. In this study, the CRF algorithm 
is used as the primary method in tagging the data. Logistic 
regression was used to separate the generated data. In order 
to determine the relationship between the words in a sen-
tence, two different methods were used both separately 
and in combination. One of these is the relationship of 
neighboring words at a certain distance and the other is the 
detection of words associated with the loyalty tree. For the 
criteria aspect, the F1 criterion was used in the evaluation 

Table 2. Comparisons of ML-Based Turkish sentiment analysis studies

Study Year Level Data Size Performance 
Metric

Result

Kaya et al. [28] 2012 Sentence Level 400 Accuracy NB:72.05%, ME:76.78%, N gram:76.78%, 
SVM:76.31%

Güran et al. [36] 2014 Sentence Level 105 Accuracy SVM: 75.2%
Türkmenoglu and 
Tantuğ [19]

2014 Sentence Level 20k Accuracy SVM:89% , NB:89%

Çoban et al. [12] 2015 Sentence Level 20k Accuracy NB:62.04%, MNB:66.06%, SVM: 62.25%, 
KNN:65.79%

Kaynar et al. [26] 2016 Sentence Level 2k F-measure 
Sensitivity

83%

Onan [25] 2017 Sentence Level 10k Accuracy NB:78%, SVM:77%, KNN:72%, RF:72%
Alpkoçak et al. [42] 2019 Sentence Level 27k Accuracy SVM:86.2%, ANN:86.6%, RF:82.5%, 

KNN:70,9%
Erşahin et al. [18] 2019 Sentence Level 220k Accuracy NB:82.07%, SVM:85.4%, J48:76.7%
Tuncer et al. [35] 2019 Sentence Level 20k Accuracy DT:75.2% , NB:56%
Acikalin et al. [31] 2020 Sentence Level 11k Accuracy Bert: 93.32%
Aksu et al. [32] 2020 Sentence Level 49k F-Score SVM:91%, NB:86%
Sarıman and Mutaf [39] 2020 Sentence Level 2M AUC LR:93%
Tuzcu [43] 2020 Sentence Level 91k Accuracy MLP:89%, LR:84%,SVM:80%, NB:77%
Kilimci [24] 2020 Sentence Level 30k Accuracy CNN:74%, RNN:72%, LTSM:76%,MV:77%, 

STCK:78%
Kemaloğlu et al. [44] 2021 Sentence 25k Accuracy 84.46%
Aktaş et al. [48] 2022 Sentence Level 1M Accuracy NN:86.37%, NB:83.55%, KNN:81.88%
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of the system. According to results, it was observed that the 
system received a 76% F1-score. In the future, it is aimed to 
improve the methods that can overcome the difficulties cre-
ated by the Turkish dataset and to use deep learning meth-
ods to improve the accuracy of the systems. 

Sentence and Document Level Sentiment Analysis
In this section, studies performing sentence-level SA are 

reviewed based on methodology, dataset and performance. 
The studies reviewed below use hybrid based approaches to 
perform sentence-level and document-level SA. In hybrid 
approaches, different methodologies are combined and 
used to propose efficient models for the task of SA. 

In this study by Onan [47], SA was performed on 
Turkish text documents to evaluate the predictive perfor-
mance of 36 word embeddings based on representations 
obtained by three-word embedding methods (i.e., word-
2vec, fastText and DOC2vec), two basic weighting func-
tions (i.e., inverse document frequency and smooth inverse 
document frequency) and three vector pooling schemes 
(namely, weighted sum, center based approach and delta 
rule). For the dataset, a total of 21000 Twitter messages were 
used, of which 10500 were positive and 10500 were nega-
tive. Preprocessing steps such as string splitting, removing 
stop words, and finding roots were applied on the dataset. 
The area under the ROC curve (AUC) was used to evalu-
ate the effectiveness of the methods. Experimental analysis 
shows that word2vec-based representation in conjunction 
with inverse document frequency-based weighting and 
center-based pooling yields promising results for SA in 
Turkish. (0.9131 AUC). The advantage of this study is that 
there is no study conducted on Turkish text documents that 
comprehensively analyzes the weighted word vectors, and 
this study constitutes a basis in this manner. 

In the research by Gezici and Yankıoğlu [4], a model 
was built to estimate the sentiment value of movie reviews 
in Turkish. This model combines supervised learning and 
lexicon-based approaches. Firstly, it computes the aver-
age polarity of the words in the text and trains a classifier 
(Naive Bayes or SVM). Then, the effectiveness of more 
complex processing techniques and features are measured: 
handling negation; considering the effects of booster words; 
and using other features derived from the seed words. In 
this research, the basic approach obtained 67.49% accuracy 
with the Naive Bayes classifier and 67.61% with the SVM 
classifier; while the best results were obtained using all of 
the features, achieving 74.28% accuracy with the Naive 
Bayes and 75.52% with the SVM classifiers, respectively. 
The advantages of this work is that it considers the seed 
word occurrences and, in this way, classification accuracy 
significantly improves. Secondly, if a larger lexicon can be 
used, the system can achieve an improved classification 
performance. 

In the study by Aktaş et al. [48], a SA was conducted on 
reviews of an online food delivery service using machine 
learning models in Turkish. The goal was to predict 

whether a given review was positive or negative. To create 
the dataset, 676,000 reviews were collected from ”yemek-
sepeti.com”, with 338,000 labeled as positive and 338,000 
labeled as negative. The dataset was preprocessed via lem-
matization and normalization. The study compared the 
performance of several machine learning algorithms and 
deep learning algorithms, including KNN, NB, and a neural 
network. The results showed that the neural network model 
had the highest accuracy rate, at 86.37%, followed by the 
NB model at 83.55% and the KNN model at 81.88%. 

In the study conducted by Erşahin et al. [18], a SA 
approach is presented using a hybrid approach which 
consists of both dictionary-based and machine learn-
ing approaches. In the dictionary-based approach, a new 
lexicon was created by expanding the STN lexicon via 
the ASDICT model called eSTN. The STN lexicon was 
improved by adding synonyms of words to the dictionary 
using the “ASDICT” model. For the ML side, the classifi-
cation problem is handled by using different ML mod-
els, which are, NB, SVM and “J48’’ classifiers. ASDICT, 
which was developed to identify synonyms and contains 
70,000 words which were used to expand an external dic-
tionary. In this study, different datasets containing hotel 
and movie reviews and tweets were utilized. The selected 
movie reviews, hotel reviews and tweets included a total of 
1,345,726, 738,216 and 19,056 words respectively. The tech-
niques that were used in experiments are: “NB”, “NB+active 
learning”, “Logistic regression+QER”, “Lexicon” and “SVM”. 
The results show that a hybrid approach to SA provides 
better results. The highest relative accuracy, at 83%, was 
achieved by the system. Future consideration is given to 
improving the overall performance of this system by using 
aspect-based SA and other subtasks of SA. 

In this study conducted by Aydın et al. [51], it has been 
attempted to develop a hybrid SA method with a higher 
success rate than the dictionary-based and machine learn-
ing-based methods. In the study, tweets related to the 
Apple, Google and Microsoft companies were used as a 
dataset. These tweets were divided into 3 sections which 
were positive, negative and neutral. Specifically, three data-
sets were used. The first two datasets consisted of 479,988 
tweets. These tweets were classified using the Pso and k-eyk 
algorithms. With the use of the multiple Pso classifier, it has 
been observed that the Pso population is oriented towards 
their own class from the 3 separated classes, and as a result, 
each particle can be classified according to its original class. 
The system was evaluated by comparing three methods on 
four parameters. These parameters are precision, sensitiv-
ity, f1-score and accuracy. The system achieved a 73% pre-
cision score.

In the study by Demir et al. [52], the authors tried to 
sentimentally analyze large amounts of Turkish text data in 
a short amount of time. In this study, three varying datasets 
were used. The first dataset contains about 5000 Turkish 
words, and the second and third dataset contains a total 
of 25000 words. In this study, mostly a dictionary-based 
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approach was used with machine-learning methods to con-
duct SA. In the dictionary-based approach, four different 
dictionaries were used. These dictionaries were by Afinn, 
Bing, NRC and SentiTurkNet. A word-level SA method 
was performed using a dictionary-based approach. Then, 
for classification of words in the dataset, the NB method 
was used. This hybrid system was evaluated. According to 
results, the system achieved a peak accuracy rate of 82%. 

In the proposed paper [6], “The Turkish movie reviews” 
dataset (composed of 34990 positive and negative movie 
reviews in Turkish) had been used for the sentiment clas-
sification task. The model was fed with pre-processed and 
vectorized data. The pre-processing included the steps of 
tokenization, stopwords, special characters removal, fix-
ing misspelled words, stemming, and detecting negation. 
Vectorization was performed with the VSM (Vector Space 
Model). This vectorization model uses features like TF, 
TF-IDF, and Word Embeddings (Word2Vec, GloVe). For the 
classification part, these extracted features were applied to 
the three different well-known ensemble algorithms which 
were AdaBoost Classifier (AdaBoost), Random Forest (RF), 
and GradientBoostingClassifier (GBC). The evaluation of the 
classifiers was made according to standard metrics such as 
precision, recall, and F1 score. The best result achieved among 
these models belongs to the RF classifier with 86% accuracy. 

In [53], Saed Alqaraleh proposed a model based on 
Deep Convolutional Neural Networks (ConvNet). “Turkish 
movie reviews” dataset (composed of 34990 positive and 
negative movie reviews in Turkish) is used for the train-
ing and the evaluation of the model. The pre-processing of 
the model consisted of tokenization, cleaning, correcting 
any misspelled words, and negation handling steps. The 
Word2Vec word embedding model was used for the feature 
extraction stage. In the classification part, CNN based archi-
tecture model with an embedding layer, GlobalMaxPool1D 
layer, Dropout layer, and a Dense layer was built to obtain 
sentiment classification results. Standard metrics were used 
for the evaluation part. The average F1 result achieved was 
82.36%. It was also found that 64 was the optimal number 
of filters for the model. 

Harisu et. al. in [54] proposed a paper that compared 
TML algorithms (RSVM, RANF, MAXE, SVMs, and DECT) 
and deep learning (DL) models which are built using three 
main DL models called RNN, CNN, and hierarchical atten-
tion network (HAN). They used stemmed Turkish Twitter 
data to perform the SA task on. They also tried to increase 
the size of training data by applying a few data augmenta-
tion techniques called shift, shuffle, and hybrid (a combina-
tion of shifting and shuffling). To evaluate their proposed 
model, different evaluation metrics are used such as ACC, 
AUC, F1S, and RTM. While the TML algorithms are bet-
ter in training time and runtime compared to the DL algo-
rithms, in the case of AUC, ACC and F1S metrics, the DL 
algorithms outperformed the TML algorithms. 

The authors in [55] proposed to achieve better results by 
combining different types of word embeddings (Word2Vec, 

fastText, character-level embedding) with different deep 
learning methods (LSTM, GRU, BiLSTM, CNN). The eval-
uation metrics were accuracy, precision, recall, and F1 score. 
The proposed model was evaluated on a dataset which was 
collected from Twitter regarding GSM operators in Turkey. 
It consists of 17,289 Turkish tweets and has 3 different labels 
for the sentiment (positive, negative, neutral). Features were 
extracted and used by word embeddings and DL algorithms 
both separately and in combination. The pre-trained BERT, 
ALBERT, ELECTRA, and DistilBERT models were used 
since they have infrequently been used in Turkish litera-
ture. The best model, ELECTRA, achieved 98.38% accuracy 
(k=10) for the hotel dataset and 92.21% accuracy (k=10) for 
the movie dataset. It was discovered that using TFM with a 
transformer would yield better results. 

Another up-to-date study has been proposed in [57] 
including a new pretraining objective known as SSP. The 
main advantage of the proposed new pre-training task over 
NSP and SOP is that it makes better use of the dataset and 
generates more training input from it. As a result, mod-
els can be trained with more steps than in NSP and SOP. 
Models trained with SSP and SOP outperformed models 
trained with NSP. This demonstrated that using NSP alone 
in training is insufficient and that the model can achieve 
better results by performing other tasks. The SSP models 
performed similarly to the SOP models but outperformed 
the SOP models in masked word prediction. 

Performance Comparisons of Hybrid Based Approaches
Table 3 presents the Hybrid-Based SA studies including 

their approaches and accuracy results. In this table, Hybrid-
Based Turkish SA studies are listed based on their year of 
publication, applied approach, the level at which it is per-
formed, the size of the data used, and highest performance 
achieved in the study. 

In order to make a more meaningful comparison 
between these studies, more information must be known 
about the dataset. Without the information in the dataset, 
all these results present a range of performance in SA. Onan 
[47] stands out with an impressive accuracy of 91%, while 
Aydın et al. [51] and Demir et al. [52] also achieved high 
accuracy rates. On the other hand, Dehkharghani et al. [3] 
and Çetin and Eryiğit [46] achieves slightly lower accuracy 
results. However, it’s worth noting that the techniques avail-
able during the year of the study’s publication can also have 
a significant impact on the results. Additionally, the choice 
of the dataset size, analysis level, and specific approach 
significantly contributes to the variations in outcomes. 
Notably, Onan [47] demonstrates exceptionally accurate 
results in this category by utilizing different word-embed-
ding models. Word embedding models are very effective in 
SA because they include contextual and semantic under-
standing of words. Their pre-trained state, along with their 
ability to handle context, contributes to their high perfor-
mance in SA tasks [2]. 
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TURKISH SENTIMENT ANALYSIS WITH HYBRID 
APPROACHES 

In this section, it is explained how polarity lexicons are 
constructed and studies that work on constructing polarity 
lexicons are analyzed and reviewed. Polarity lexicons can 
be constructed using different methods. These methods are 
classified as statistical and dictionary based methods. In 
statistical-based lexicon construction, the statistical struc-
ture of the dataset that is used to construct the lexicon is 
used. In dictionary-based lexicon construction, an external 
lexicon is used as a baseline in the construction process. 
In the following two studies, polarity lexicons were con-
structed using statistical-based approaches. 

In the study by Sağlam et al. [58], a Turkish sentiment 
lexicon was created for SA. This study aimed to develop an 
existing Turkish sentiment lexicon using data from online 
news media. In the aforementioned literature, there is not 
much useful research about developing an existing lexicon. 
In many studies about SA in Turkish, the online sources 
are collected and sentimentally analyzed but the data that is 
used has not been converted into a sentiment lexicon. This 
research primarily aimed to create an extended Turkish sen-
timent lexicon that can be used in various different studies. 
For the base Turkish sentiment lexicon, “SWNetTR” was 
used. “SWNetTR” has a capacity of 27,000 words. The data 
was collected using GDELT datasets. From the GDELT 
dataset, 100,000 online news documents were randomly 
chosen. After this process, raw text inputs were extracted 
from the selected documents. To create the dictionary that 
will be merged with “SWNetTR”, first the collected raw text 
sentences were tokenized. As a result of this process, 14,000 
words were received. Then, using the “Zemberek” mor-
phological tool, the stems of all the words were received. 
Following all these processes, polarity scores of all the words 
were determined. All the words along with their morpholog-
ical analysis and polarity scores were saved to a file. This file 
was named SWNetTR-GDELT. The “SWNetTR-GDELT” 
and base lexicon, which is “SWNetTR”, was compared to pre-
vent having duplicates. From this comparison, it was shown 
that the newly created dictionary “SWNetTR-GDELT had 

10,000 unique words that did not exist in the base dictionary 
“SWNetTR. These found 10,000 unique words were added 
to the “SWNetTR” dictionary with their polarity scores. 
This way, the capacity of” SWNetTR” was increased by 
10,000 words. Before “SWNetTR” had 27,000 words and the 
increased version had a capacity of 37,000 words. This new 
extended dictionary was now called ”SWNetTR-PLUS”. After 
this process, the accuracy of “SWNetTR” and “SWNetTR-
PLUS” were calculated. According to the results, “SWNetTR” 
had a 60.6% accuracy rate of polarity classification perfor-
mance. The extended dictionary “SWNetTR PLUS” had an 
accuracy rate of 72.2%. 

In the following study, a polarity lexicon was constructed 
using dictionary-based approaches. In this research by 
Ayvaz et al. [10] it has been tried to extract significant infor-
mation data using SA to create a Turkish sentiment lexicon 
for the purpose of contributing to the Turkish SA. In this 
research, existing SA lexicons are analyzed and a new sen-
timent lexicon is created by extending the content of these 
existing lexicons using the retrieved data from social plat-
forms. In addition to the existing lexicons, basic emojis and 
scoring structure was added to this newly created sentiment 
lexicon. Furthermore, to evaluate the effectiveness of this 
newly formed sentiment lexicon, SA was performed on 
data retrieved from Twitter with specific tags. The SA stud-
ies were performed on two topics. The SA methodology for 
this study is presented in Figure 7. 

In [60], Altınel, Buzlu and İpek created two sentiment 
polarity lexicons for Turkish and implemented statisti-
cal-based semantic algorithms in Turkish SA tasks. The first 
sentiment polarity dictionary, possessing a size of 159,876 
Turkish words, is built with the use of a translator. The 
second sentiment polarity dictionary, with a size of 84,744 
Turkish words, is built using GDELT (Global Data on Events, 
Languages, and Tone). They implemented baseline state-of-
the-art models in order to compare the performance between 
the proposed system and state-of-the-art models. According 
to the experiment results, the algorithms developed in this 
study are beneficial because they can achieve higher classifi-
cation performance than the baseline models on the Turkish 

Table 3. Comparisons of hybrid based sentiment analysis studies

Study Year Level Data Size Performance Metric Result
Gezici and Yanıkoğlu [4] 2018 Sentence 10k Accuracy 73.7%
Aydın et al. [51] 2018 Sentence 2k Accuracy 77.1%
Çetin and Eryiğit [46] 2018 Sentence 1k Accuracy 72%
Dehkharghani et al. [3] 2019 Document 60k Accuracy 68%
Demir et al. [52] 2019 Word 91k Accuracy 81%
Erşahin et al. [18] 2019 Sentence 220k Accuracy 74.90%
Onan [47] 2020 Sentence 21k Accuracy 91%
Kılıç et al. [50] 2020 Sentence 2k Accuracy 78.3%
Köksal and Özgür [59] 2021 Sentence 5k Accuracy 72.9%
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sentiment polarity detection task. In Figure 8. the representa-
tion of the GDELT website is presented. 

POPULAR DATASETS AND LEXICONS

Public Datasets
In this section, the publicly available datasets used in 

the reviewed studies are collected and presented in Table 

4. In this table, the information of the dataset type, the year 
of its creation, the language of the dataset, the size of the 
dataset, and the source link of the datasets can be found. 
To retrieve different types of data in multiple languages, the 
given sources and the table can be used.

Most Used Lexicons in Turkish Sentiment Analysis
In Table 5, the most widely known lexicons in Turkish 

SA are presented. In this table, the names of the lexicons, 
their language, size, and information about the polarity state 
of the lexicons can be found. If a lexicon includes polarities 
of words, it is called a polarity lexicon. According to this 
table, the lexicon which has the highest size is the TDK lex-
icon which includes 616k words. But since the TDK lexicon 
does not include the information of word polarities, the lex-
icon has the highest size that also includes the information 

Figure 7. Sentiment analysis of the algorithm.

Figure 8. The website of GDELT.

Table 4. Public Datasets Used in Sentiment Analysis Studies

Dataset Type Year Language Size Source
Tweets 2021 Turkish 11k https://www.kaggle.com/datasets/mrtbeyz/trke-sosyal-medya-paylam-veri-seti
Movie Reviews 2018 Turkish, English 348k https://doi.org/10.1016/j.tele.2017.10.006
Lexicon 2018 Turkish 5k GitHub - nazaan/Sentiment-Analysis
Movie Reviews 2017 Turkish 60k http://myweb.sabanciuniv.edu/rdehkharghani/sentiment-analysis-in-turkish/
Text 2016 English 10k https://github.com/dennybritz/cnn-text-classification-tf
Lexicon 2019 Turkish 616k https://sozluk.gov.tr/
Text 2021 Multi-language 2Tb https://www.gdeltproject.org/
Hotel, Movie 
Reviews

2016 Turkish 220k http://humirapps.cs.hacettepe.edu.tr/tsad.aspx

Tweets 2019 Turkish 3k http://www.kemik.yildiz.edu.tr/veri kumelerimiz.html
Tweets 2014 English 2k https://drive.google.com/file/d/0BwPSGZHAP
Text 2020 Turkish 157 yoN2pZcVl1Qmp1OEU/view
Movie Reviews 2020 Turkish 105 http://www.kemik.yildiz.edu.tr/veri kumelerimiz.html
Survey(text) 2019 Turkish 27k http://www.kemik.yildiz.edu.tr/veri kumelerimiz.html
Movie Reviews 2004 English 2k http://demir.cs.deu.edu.tr/tremo-dataset/
Lexicon 2019 Turkish 13k https://www.cs.cornell.edu/people/pabo/movie-review-data/
Lexicon 2019 Turkish 43k https://github.com/sayvaz/turkish-lexicon/
Movie and 
Product Reviews

2013 Turkish 10k http://demir.cs.deu.edu.tr/turkish-emotion-lexicon-tel-dataset/
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of word polarities, which is the SentiWordNet lexicon, 
consisting of 117k words including polarities. Among the 
lexicons, which include the polarity information of words, 
the SentiWordNet lexicon has the maximum size which 
is 117k. Even though SentiWordNet has the largest size, 
SentiWordNet is an English dictionary. The second lexicon 
which has the highest size and includes polarity information 
of words is SentiTurkNet but compared to SentiWordNet, 
SentiTurkNet is a Turkish lexicon. The lexicon which has 
the largest size but does not include polarity information of 
words is TDK.

In Turkish SA, the most widely used lexicon is 
SentiTurkNet. Even though the TDK is the lexicon that 
has the largest size among other Turkish lexicons, the TDK 
library does not include polarities of words, which is why it 
is not commonly used in Turkish SA studies. 

CONTROVERSIES, DISCUSSIONS AND COM-
PARISON OF THE APPROACHES FOR TURKISH 
SENTIMENT ANALYSIS

Researchers encounter numerous difficulties while 
implementing a sentiment text categorization meth-
odology: The presence of base knowledge regarding a 
certain language: There are only a limited number of lex-
icon resources accessible for some languages (i.e., English, 
German, Chinese, etc.), and these languages are widely 
used languages internationally. In fact, the majority 
of languages lack their own lexical databases. This fact 
suggests that these knowledge-based systems can only be 
constructed for these specific languages. Additionally, 
knowledge-based systems for a specific language cannot 
be used effectively for another. Therefore, they are majorly 
language-dependent systems. The constantly expanding 
nature of language causes such resources to be typically 
expensive to be maintained and often unavailable in cer-
tain domains. Therefore, researchers should be encouraged 
to create knowledge bases for the other languages due to 
its effect on the improvement of the classification perfor-
mance, or automatic translators should be made available. 

The processing complexity of a knowledge base of this 
size: Knowledge-based automatic systems have substantial 
processing costs. These systems include the pre-processing 
part of a big corpus/data. This becomes an extra expense 

and radically grows according to the proportion of the cor-
pus/data size. Researchers that implement these systems 
must optimize their algorithms/methodology to decrease 
the processing time/complexity. 

Accessing excessive amounts of unlabeled/labeled 
data: DL algorithms are especially useful for supervised 
and unsupervised learning when there is a large amount 
of unlabeled data, and they typically learn data according 
to the weights in layers. The amount of data required for 
taking advantage of DL algorithms is sometimes difficult 
to access or collect. There are a lot of expenses associated 
with gathering, storing, and curating these data. Hardware 
computations: Implementing a machine learning-based 
system can be computationally expensive. In the training 
process of a machine learning-based system, the use of 
costly hardware resources may be a necessity. Prior to start-
ing a project based on machine learning, this fact should be 
taken into account. Analysis: For a number of classification 
algorithms based on machine learning (e.g., decision trees, 
LR, and so on), it is possible to comprehend and explain the 
learned model, as well as the model’s decision. This causes a 
number of issues in real-life applications. The privacy of the 
public must be considered by the researchers. To research-
ers that study SA, we recommend using various data min-
ing methods to apply pre-processing and cleaning the data 
in their systems. 

Furthermore, various ML algorithms can be used to 
detect and remove irrelevant data from large text corpora. 
However, in the methodology of the model, deciding to use 
a rule-based or lexicon-based methodology for sentiment 
classification is a difficult task that is dependent on certain 
factors such as the availability and size of the dataset and 
knowledge bases, as well as the problem itself. Different 
machine-learning methods have been used to produce a 
variety of text classification technologies. However, text 
classification offers more of a challenge since it contains 
semantic links between words, which are too complex for 
computers to model. For text categorization, algorithms to 
achieve high performance, it is essential to extract semantic 
relations in the correct forms. According to our analysis, 
selecting the best text sentiment classification method is 
dependent on the interconnected element size. Each cate-
gory of approach has advantages over others as well as lim-
itations as described above. 

Table 5. Most Used Lexicons in Turkish Sentiment Analysis

Name Language Size Does it İnclude Polarity
SentiTurkNet Turkish 14k Yes
SenticNet English 25k Yes
Turkish WordNet Turkish 77k No
SentiWordNet English 117k Yes
TDK Turkish 616k No
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Current Challenges and Research Gaps
SA can be considered a difficult task to perform. SA is 

language dependent. The difficulty of SA is highly related 
to the structure of the language that is sentimentally ana-
lyzed. For languages similar to Turkish, performing SA can 
be more challenging compared to other languages due to 
the structure of the language. SA is a multiprocessing task, 
in order to perform SA many preprocessing stages must be 
applied to the data that will be used for SA. For preprocess-
ing, many different techniques can be used to prepare the 
data for SA. These techniques are normalization, lemmati-
zation, stemming and many more. All of these preprocess-
ing stages are language-dependent as well, meaning that the 
process for these techniques vary between languages and, 
due to this reason, many challenges can occur in the pro-
cess of SA for certain languages. If the preprocessing stages 
cannot be applied properly, the SA could not be performed 
effectively or accurately. 

Turkish is a complex and rich language; it has an agglu-
tinative structure. For languages that have an agglutinative 
structure, sentiment classification is a major problem. SA 
is more challenging to perform in these languages. Aside 
from the challenges resulting from the morphology and 
structure of languages, there are other difficulties that can 
cause major problems to the SA process. Even though SA 
is a very popular research topic in the Natural Language 
Analysis field, limited research is conducted on SA for the 
Turkish language. Due to this reality, there are also limited 
resources of data or other necessary resources to conduct 
Turkish SA. Additionally, privacy concerns may arise by the 
public that must be considered by researchers because the 
data extracted is often derived from people’s posts and ideas 
from social media.

SA can be performed using various approaches such 
as lexicon-based, ML-based, and hybrid-based. For dif-
ferent approaches of SA, there are different requirements 
for resources. For dictionary-based approaches, an exter-
nal lexicon is needed to perform SA and for ML-based 
and hybrid-based approaches, a sufficient amount of 
labeled data is necessary for performing SA. Thus, cur-
rent resources may not be sufficient to source Turkish 
SA studies. Finding an adequately-sized Turkish polarity 
lexicon is difficult. The existing Turkish polarity lexicons 
are narrow in size. For languages like English, there are a 
wide variety of resources for SA. This widens the research 
area because with ready access to proper resources, con-
ducting a SA study can be easier. Even though there are 
excessive amounts of data in online sources, processing 
and labeling these data requires sufficient hardware and 
this process is very time-consuming, contributing to the 
fact that there are limited resources for data as well. To 
summarize, the key points of Turkish SA are morpho-
logical complexity of Turkish, lack of resources and data 
privacy and ethics.

CONCLUSION

This paper presents an overview of Turkish SA. Many 
studies were compiled regarding Turkish SA. These stud-
ies were thoroughly reviewed and analyzed. In this paper, 
Turkish SA studies were categorized under four different 
categories according to their approaches. These studies are 
also categorized according to the level of SA performed. 
The SA studies were categorized into three different cate-
gories, these categories are dictionary-based SA, machine 
learning-based, and hybrid-based SA. Moreover, SA can 
be performed on four different sentiment levels which are 
word-level, sentence-level, document-level, and aspect-
level. The main purpose of this survey was to collect dif-
ferent Turkish SA studies that use varying techniques and 
approaches and to analyze and compare the techniques of 
these studies to detect how different studies approach and 
propose solutions in the field of Turkish SA. Each Turkish 
sentiment study is reviewed and analyzed according to the 
approaches and techniques used to perform SA and the 
sources of datasets were presented. In each section, the 
studies are compared according to sentiment level, perfor-
mance metric, and data size. SA is becoming a very pop-
ular research topic. In SA, three different approaches are 
used; these are lexicon-based, ml-based, and hybrid-based 
approaches. In summary; Lexicon-based methods offer 
simplicity and transparency, relying on predefined word 
lists. While these methods provide a base approach for the 
SA process, it is a manual process and it may struggle with 
the Turkish language’s rich morphology, complex expres-
sions, and the dynamic nature of language, which restrains 
their accuracy. Machine learning and deep learning tech-
niques distinguish in capturing context and patterns in 
Turkish text. They have significantly improved the overall 
performance of Turkish SA, enabling a finer understand-
ing of sentiments in various contexts, which is crucial for 
practical SA applications. Using ML techniques would be 
an improvement over using the lexicon approach alone. 
Lastly, with hybrid approaches, the aim is to combine the 
strengths of lexicon-based and ML-based techniques and 
it can enhance SA by incorporating domain-specific word 
lists while benefiting from machine learning models. 

Using only lexicon-based methods is considered outdated 
due to all the reasons mentioned above. Instead, machine 
learning approaches, such as deep learning, are more effec-
tive as they have the ability to understand the context and 
can adapt well to certain situations. Hybrid methods com-
bine ML’s power with the benefits of sentiment lexicons and 
can offer a more balanced solution. Even though the lexicon 
approaches are outdated, we should not overlook its benefits 
to the SA process and, when combined with ML techniques, 
it can even outperform approaches that only employ ML 
techniques. This shift to the ML approaches is due to ML’s 
increased ability and its future developments to handle the 
issues we encounter in languages such as idiomatic expres-
sions, language structure etc. 
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Currently, interest in this field for non-English lan-
guages is still growing. In this study, we collected existing 
studies related strictly to Turkish SA to present a compre-
hensive study summarizing different approaches, and tech-
niques used in Turkish SA. This survey can be a very helpful 
resource to gain detailed information about Turkish SA and 
to obtain general information about Turkish Sentiment 
analysis. 
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