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Abstract: The importance of oral and dental health closely affects other vital organs. In this study, CNN-based transfer learning models 
are built on histopathologic and intraoral images with benign and malignant lesions. Histopathologic and intraoral images from two 
different sources have benign or malignant classes of lesions in the mouth. EfficientNetB7, ResNet50, VGG16, and VGG19, Xception, 
ConvNextBase, and MobileNetV2 were used as transfer learning methods. Model training was performed with 80%-20% train test 
separation and 20% validation separation on the train set. Accuracy (Acc), Precision (Prec), Recall (Rec), and F1-score (F1) metrics 
were used to evaluate the model. In histopathologocial images, ResNet50 was ahead with 0.8125 Acc and 0.8525 F1. In intraoral 
images, ConvNextBase with 0.84 Acc, and 0.80 F1 was found to be more accurate. 
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1. Introduction 
Early detection of oral cancer is crucial for successful 
treatment and patient outcomes. Oral cancer, which 
includes cancers of the lips, tongue, gums, floor of the 
mouth and other sites in the oral cavity, can often be 
asymptomatic in its early stages, leading to late diagnosis 
and poor prognosis. Therefore, effective and accurate 
diagnostic methods are essential in the fight against this 
disease Goswami et al. (2024). 
Histopathologic examination, which involves taking 
tissue samples from the oral cavity for analysis in a 
laboratory setting, is the primary method for diagnosing 
oral cancer. However, this process is time-consuming as 
it requires meticulous examination of tissue samples 
under a microscope at different magnifications, typically 
40x, 100x, and 200x. Moreover, the Acc of the diagnosis 
relies heavily on the expertise of the pathologists, leading 
to potential discrepancies and delays in initiating 
treatment. On the other hand, obtaining intraoral images 
offers a non-invasive and relatively quick way to screen 
for oral abnormalities. Unlike histopathologic 
examination, intraoral imaging can be performed by 
individuals without specialized training, making it 
accessible for routine screening and self-assessment. 
This accessibility not only enables individuals to monitor 
their oral health, but also facilitates early detection of 
suspicious lesions, thereby increasing the chances of 
successful treatment outcomes. Intraoral images are 
obtained from digital images acquired during routine 
examinations, while histopathologic images are obtained 

by examining tissue samples under a microscope (de 
Lima et al., 2023). 
It has become very important for health that imaging 
devices produce well-defined visual outputs. With 
artificial intelligence (AI) technologies, especially images 
on health will be highly efficient for human health.  
In this study, transfer learning methods were used to 
build models to identify oral cancer and potentially 
malignant lesions on an open-source dataset with two 
different sources and data types (histopathologic, 
intraoral). 
The dataset used in the study is an important resource 
for training and testing deep learning algorithms, while 
also providing a guide for researchers to improve oral 
cancer diagnosis. However, the collection, processing and 
evaluation of these images require more expertise and 
time than the detection of a photograph taken with a 
camera. This process involves the careful work of one or 
more pathologists and the accurate analysis of each 
image. Therefore, the collection and processing of 
histopathologic images usually takes longer and requires 
more expertise. 
The contribution of this study is listed below: 
• Open source Two different types of images (intraoral, 

histopathologic) of oral cancer patients will be 
analyzed to see which state-of-the-art Transfer 
learning method gives the best results in the 
ImageNet competition. 

• The performance of transfer learning models with 
different parameters will be investigated in the 
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classification of images that can be taken with all 
kinds of cameras that can be accessed as well as 
images that require expertise to determine whether 
the lesion in the mouth is benign or malignant. 

The block diagram of the study is given in Figure 1. 
 

 
 

Figure 1. Block diagram of study. 
 
The remainder of this paper is structured as follows: 
Section 2 reviews the literature. Section 3 details the data 
sources and discusses the deep learning techniques, 
transfer learning methods, and CNN-based approaches 
utilized in this study. Section 4 outlines the experimental 
settings and presents the results. Section 5 provides an 
evaluation and discussion of the study's overall findings. 
 
2. Literature Review 
In this section, we review the studies on the detection of 
good or bad lesions in the human mouth. Babu et al. 
proposed a CNN-based transfer learning method for early 
detection and diagnosis of oral cancer after various 
preprocessing and categorizing images by clustering with 
Fuzzy C means. They used UTI medical data sets in the 
study. Image categorization was developed using various 
Artificial Neural Network (ANN) topologies. VGG16, 
VGG19, DenseNet121, and DenseNet169 were used, as 
well as EfficientNetB0, EfficientNetB1, and 
EfficientNetB2, InceptionV3, and ResNet101. These 
include ResNetV3, MobileNet, Exception and ANN. 
Prominent trends in the field of oral cancer detection 
include the use of Inception-V3 and MobileNet 
architectures Babu et al. In the models they created on 
intraoral images; they obtained results of 0.7059 Acc 
with Support Vector Machine (SVM) (Chu et al., 2020) 
and 0.856 Acc with VG19 (Song et al., 2021). 
In this work, we propose a method that can effectively 
distinguish between benign and malignant oral lesions 
and also classify their precancerous stages. After 
preprocessing the color spaces, they created a classifier 
model with Light Gradient Boosting Machine. The overall 
performance is promising with 0.9925 Acc, 0.9918 Prec, 
0.9931 Rec, 0.9924 F1, and 0.9931 specificity for binary 
classification and 0.9888 tests Acc, 0.9886 Prec, 0.9792 

Rec, 0.9838 F1, and 0.9903 specificity for multiclass 
classification, outperforming the latest methods for the 
task of oral cancer classification Goswami et al. (2024). 
Welikala et al. (2020) proposed architecture for detecting 
malignant or benign lesions that may lead to oral cancer 
in the form of image classification with ResNet-101 after 
Faster R-CNN object Rec. The classification achieved an 
F1 of 0.8707 for the identification of images containing 
lesions. Jeyaraj and Samuel (2019) proposed CNN 
architecture for segmentation and classification of 
multidimensional hyperspectral images in a regression-
based segmented deep learning method. They obtained 
0.914 Acc on facial cancer images and 0.945 Acc on 500 
images. After extracting features such as energy and 
entropy from the color components of histopathological 
images of 1224 people with suspected oral cancer, 
models were created with SVM and K-Nearest Neighbor 
to classify them as normal and abnormal. They obtained 
better results from these images with 0.98 Acc with SVM 
(Bakare and Kumarasamy, 2021). Warin et al. created 
models with DenseNet121 and Faster R-CNN on images 
of 350 oral carcinoma and 350 normal oral mucosa 
images from retrospective images. In the study, they 
obtained 0.99 Acc and 0.99 F1 with DenseNet121. In the 
Faster R-CNN model, they obtained an F1 of 0.7931 
(Warin et al., 2021). 
 
3. Material and Methods 
This section describes the dataset, the classification 
algorithm (CNN) used in the study and the VGG16, 
VGG19, EfficientNetB7, MobileNetV2, ResNet50, 
Xception, ConvNextBase transfer learning architectures 
developed based on this algorithm. 
3.1. Data Source 
The intraoral dataset used in the study includes color 
images of oral lesions captured using mobile cameras 
and intraoral cameras. These images can be used to 
identify potential oral malignancies through image 
analysis. The dataset was collected through consultations 
with doctors from various hospitals and colleges in the 
Indian state of Karnataka. This dataset contains images of 
165 benign lesions and 158 malignant lesions. This 
dataset is an important resource for training and testing 
deep learning algorithms and can be used for early 
detection and diagnosis of oral cancer (Chandrashekar et 
al., 2021). 
Intraoral images consist of digital photographs that can 
be easily obtained during routine examinations. 
Considering that almost everyone nowadays has a mobile 
device, the collection of such images is an extremely easy 
and accessible process. The creation of this data set 
requires only a camera and no special medical training. 
Therefore, the collection of intraoral images is much less 
time-consuming and requires less expertise compared to 
the examination of histopathologic images under a 
microscope. A benign and malign sample of the intraoral 
images in the study is given in Figure 2. 
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Figure 2. An example of intraoral images from the 
dataset. 
 
Microscopic analysis is conducted by two or three oral 
pathologists who reach a consensus on the 
histopathological diagnosis, considering 
sociodemographic, clinical, and imaging data in 
conjunction with histopathological findings. The dataset 
comprises a total of 237 samples (images and metadata) 
from 77 lesions in 69 patients. The primary objective of 
this dataset is to provide open access to histopathologic 
images and metadata of oral potentially malignant 
disorders and oral cancer, facilitating the testing of 
machine learning and deep learning models. It also 
serves educational purposes, such as training dental 
students and standardizing the diagnostic criteria for 
oral epithelial dysplasia and squamous cell carcinoma 
among specialists at the same center. This dataset 
complements (Ribeiro-de-Assis et al., 2023) which 
demonstrates that curated demographic and clinical data 
enhance the performance of AI models in the automated 
classification of oral cancer. 
The histopathologic dataset contains images obtained by 
examining tissues under a microscope. The images were 
acquired using high-resolution microscopes to enable 
precise assessment of oral lesions. These images are 
labeled to include diseased and healthy tissues. Of 
particular note, histopathologic images are obtained 
during the examination of tissue samples under a 
microscope. This process is performed by a specialized 
pathologist and is often time-consuming and specialized. 
Meticulous work is required to correctly assess and label 
each image. Therefore, these images show in detail the 
cellular structures and morphologic features of oral 
lesions (Ribeiro-de-Assis et al., 2023). A benign and 
malign sample of the histopathologic images in the study 
is given in Figure 3. 
 

 
 

Figure 3. An example of histopathologic images from the 
dataset. 

In this study, models for benign and malignant image 
classification were developed using transfer learning 
methods. When building the models with the images 
belonging to the two datasets, 80-20% training and 20% 
test separation was made. In addition, 20% validation set 
separation was made in the training set. 
3.2. Convolution Neural Network  
Deep learning is a multi-layered method that performs 
traditional processes like feature extraction during the 
learning phase without requiring additional cost and 
yields better results, especially with large datasets. Deep 
learning networks consist of interconnected nodes 
(neurons) that process and transform data. Each layer 
extracts increasingly abstract features from the input, 
enabling the learning of complex patterns (Zavrak and 
Yilmaz, 2023). Deep neural networks, often referred to as 
deep architectures, contain multiple hidden layers 
through which forward and backpropagation occurs to 
perform the learning process (Başarslan and Kayaalp, 
2023).  
CNN is a specialized type of neural network designed to 
process data with a grid-like structure. Convolution is a 
specific type of linear operation. In simpler terms, CNNs 
are neural networks that apply convolution instead of a 
general matrix multiplication in at least one of their 
layers. A typical CNN architecture consists of five main 
layers: the input layer, convolutional layer, pooling layer, 
fully connected layer, and output layer. Figure 4 
illustrates a CNN architecture. 
 

 
 

Figure 4. CNN architecture (Bal and Kayaalp, 2023). 
 
In this study, a CNN-based transfer learning method was 
utilized. Transfer learning reduces the need for labeled 
data by leveraging pre-trained models that have already 
learned robust features from large datasets. This is 
particularly important for medical image analysis, where 
labeled data can be scarce, especially for rare conditions.  
3.3. Transfer Learning 
Transfer learning is the process of taking the knowledge 
gained from training a deep learning model, such as a 
CNN, and applying it to a different or similar domain. It 
involves taking a pre-trained model, usually large in size 
and trained with different datasets, and fine-tuning it to a 
new dataset or task (Dawud et al., 2019). 
Transfer learning can be performed in various ways. A 
common approach is to freeze some layers in the pre-
trained model and fine-tune only the upper layers for the 
new task. This helps to preserve the general features 
learned by the model and adapt them to the specific 
nuances of the new task. Another approach is to use the 
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pre-trained model as a feature extractor, extracting its 
upper layers and using the activations in the lower layers 
as input to a new model specifically designed for the new 
task (Kabakus and Erdogmus, 2022). The following 
image illustrates transfer learning (Gilik et al, 2022). 
 

 
 

Figure 5: Transfer learning (Gilik et.al., 2022) 
 
The study applied architectures such as VGG16, 
EfficientNetB7, and ResNet50 to identify the model that 
performs best in distinguishing between benign and 
malignant lesions. 
3.3.1. EfficientNet 
EfficientNet is a family of models developed by Google 
that offers an innovative approach to scaling CNN. 
EfficientNet uses Compound Scaling, a simple but 
effective method to solve the model scaling problem. This 
method optimizes the trade-off between the width, depth 
and resolution of the model. EfficientNet-B7 is one of the 
largest and most powerful models in the EfficientNet 
family, and the EfficientNet-B7 model consists of 66 
layers in total (Koonce, 2021a). EfficientNetB7 was used 
in this study. 
3.3.2. MobileNet 
MobileNet is a family of CNN developed by Google that 
provides high Acc rates in resource-limited environments 
such as mobile and embedded devices. MobileNet uses 
depthwise separable convolutions to reduce the number 
of parameters and computational cost. MobileNetV2 is an 
improved version of MobileNet and further improves its 
performance by adding some innovative components. 
While MobileNet consists of 28 layers, MobileNetV2 
consists of 58 layers. MobileNetV2 is used in this study 
(Dong et al., 2020). 
3.3.3. ResNet 
ResNet is a CNN architecture developed by He et al. 
(2016) facilitates the training of deep ANN. ResNet50 is a 
popular variation of the ResNet family and is a 50-layer 
deep ANN. ResNet50 is used in this study. 
3.3.4. VGGNet 
VGG refers to a set of CNN models developed by the 
Visual Geometry Group from Oxford University in 2014. 
VGG models build deep layered networks using 
predominantly small 3x3 convolution filters. This 
approach increases the depth of the model while at the 

same time ensuring computational efficiency. VGG19 is a 
CNN model with a total of 19 layers, while VGG16 has 16 
layers (Koonce, 2021b). VGG16 and VGG19 were used in 
this study. 
3.3.5. Xception 
Xception is a CNN architecture used in deep learning and 
image recognition. It was developed by Chollet (2017) 
and introduced in 2017. Xception is a model based on 
and extending the Inception architecture. Its name is 
derived from the phrase "Extreme Inception". 
3.3.6. ConvNextBase 
ConvNextBase is a CNN architecture developed to 
improve the performance and efficiency of existing 
convolutional networks. ConvNextBase has deeper and 
wider layers and is equipped with advanced data 
processing capabilities. This model is optimized to 
achieve high Acc rates, especially on large datasets. The 
ConvNextBase model is usually characterized by a 12-
layer structure. These layers can include convolutional 
filters of different sizes and types, pooling layers and 
normalization layers. Through these layers, 
ConvNextBase can learn deeper and more complex data 
representations. ConvNextBase was used in this study 
(Woo et al., 2023). 
3.4. Performance metric  
Performance evaluation methods such as Acc, Pre, Rec, 
and F1 are used to assess models developed for 
classification tasks, including image processing. These 
metrics are derived from the confusion matrix. The 
confusion matrix is presented in Table 1 (Öztürk et al., 
2022). 
 
Table 1. Confusion Matrix 

  Actual Value  

Estimate Value 
Positive 

Positive Negative 
TP FP 

Negative FN TN 
 
The Acc of a model is determined by the ratio of correctly 
classified samples to the total number of samples. A high 
Acc indicates that the model performs well in making 
accurate predictions, whereas a low Acc implies that 
there is room for improvement in the model's 
performance. The method for computing the Acc value is 
provided in equation 1 (Öztürk et al., 2022). 
 

𝐴𝐴𝐴𝐴𝐴𝐴 =
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇 (1) 

 

The Acc performance metric is calculated as in equation 
5). Prec refers to the proportion of true positive 
predictions out of all the samples that the model predicts 
as positive. A high precision indicates that the number of 
false positive predictions is low, meaning most of the 
samples classified as positive are actually positive. Prec is 
calculated as shown in equation 2 (Kayaalp et al., 2018). 
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𝑇𝑇𝑃𝑃𝑃𝑃𝐴𝐴 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 (2) 

 

Rec is a performance measure used in classification 
problems. It refers to the rate at which all true positive 
examples are correctly predicted as positive. Sensitivity, 
another term for Rec, is crucial for reducing the number 
of false negatives and minimizing the omission of true 
positive examples. Rec is calculated as shown in equation 
3 (Öztürk et al., 2022). 
 

𝑅𝑅𝑃𝑃𝐴𝐴 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 (3) 

 

F1 is a measure often used in classification tasks such as 
information retrieval and machine learning. It provides a 
balance for evaluating the performance of a model, taking 
into account both Prec and Rec. Mathematically, F1 is 
defined as the harmonic mean of Prec and Rec. The F1 is 
given in equation 4 (Kayaalp et al., 2018). 
 

𝐹𝐹1 = 2 ∗
𝑇𝑇𝑃𝑃𝑃𝑃𝐴𝐴 ∗ 𝑅𝑅𝑃𝑃𝐴𝐴
𝑇𝑇𝑃𝑃𝑃𝑃𝐴𝐴 + 𝑅𝑅𝑃𝑃𝐴𝐴 (4) 

 

Prec measures the ratio of correct positive predictions to 
total predicted positives. It aims to quantify how accurate 
positive predictions are. Prec, also known as sensitivity 
or true positive rate. It measures the ratio of correct 
positive predictions to total true positives. It shows how 
well the model is able to detect all positive samples. 
The F1 balances these two metrics, considering Prec and 
Rec, and provides a single value. It is particularly useful 
when the class distribution is unbalanced or when false 
positives and false negatives lead to different results. The 
F1 is especially important when both Prec and Rec are 
important when evaluating tasks such as medical 
diagnostics or information retrieval systems (Kayaalp et 
al., 2018). 
 
4. Results and Discussions 
In this study, models were created separately on 
histopathologic and intaoral images using transfer 
learning methods. The models were run on Google Colab 
Pro with Python language and Tensorflow. During the 
model building phase for the two separate datasets, 80%-
20% training and 20% test separation was made. In 
addition, 20% validation set separation was made in the 
train set. Callbacks such as early stopping and 
reduceonLr were used to ensure that all models were not 
over fit. In Table 2, detailed parameters of all models are 
given in the order of model creation. 
The Acc, F1, Rec, Prec, AUC results of the performance of 
the models created on histopathological images are 
shown in Table 3. According to Table 3, in terms of Acc, 
the model created with ResNet50 is well ahead of the 
other models. ResNet50 is followed by EfficientNetB7, 
VGG19, Xception, ConvNextBase, MobilNetV2 and VGG16. 
While F1 and AUC also yielded similar results, 
EfficientNetB7 came first in terms of Prec. Similarly, 
ResNet50 is ahead in the Rec metric. 
 

Table 2. Detailed Model’s Parameters 

 Parameters Values  

 

Input Shape 64x64  

Transfer Learning layer 
EfficientNetB7, ResNet50, 
VGG16, VGG19, Xception, 

ConvNExtBase, MobileNetV2 
 

 Pooling Layer Global Averege Pooling 2D  
 Dense Layer 1 Unit 256  

 
Dense Layer 1 

Activaton 
ReLU  

 Dense Layer 2 Unit 2  
 
Table 3. Histopatalogical Dataset Results 

Models Acc F1 Rec Prec AUC 
ConvNextBase 0.7083 0.7742 0.7742 0.7742 0.80 
EfficientNetB7 0.7500 0.8333 0.7317 0.9677 0.84 
MobileNetV2 0.6875 0.7761 0.7222 0.8387 0.73 
ResNet50 0.8125 0.8525 0.8667 0.8387 0.85 
VGG16 0.6875 0.7826 0.7105 0.8710 0.71 
VGG19 0.7500 0.8182 0.7714 0.8710 0.71 
Xception 0.7083 0.7742 0.7742 0.7742 0.71 

 
Figure 6 shows the relative ROC of the ResNet50 transfer 
learning model that performs best on histopathological 
images. When evaluated with the ROC curve and the AUC 
value (0.85) shown in Figure 6, it can be seen that the 
classification success is quite good. The fact that the AUC 
is close to 1 indicates that the model successfully 
discriminates between positive and negative classes. 
However, considering the F1 value and the accuracy 
metrics, we can say that the overall performance of the 
model is balanced and satisfactory. 
 

 
 

Figure 6. ROC of the ResNet50, which gives the best 
result in the histopathologic images. 
 
The values of the confusion matrices of the models 
created with histopathological data are tabulated in 
Table 4. Acc, F1, Rec, Prec, AUC results of the 
performance of the models created on intraoral images 
are shown in Table 5. According to Table 5, in terms of 
Acc, the model created with ConvNextBase is well ahead 
of the other models. The next order is VGG16, ResNet50, 
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VGG-19, Xception, MobilNetV2. Similarly, ConvNextBase 
is ahead in F1 and AUC, while ResNet50 is ahead in Prec 
and VGG-16 is ahead in Rec. Figure 7 shows the relative 
ROC of the ConvNextBase transfer learning model that 
performs best on intraoral images. 
 
Table 4. Confusion Matrix Values of Histopathological 
images 
 

 TN FP FN TP 

ConvNextBase 24 7 7 10 
MobileNetV2 26 5 10 7 

EfficientNetB7 30 1 11 6 

XCEPTION 24 7 7 10 
ResNet50 28 3 4 15 
VGG19 24  7 8 9 

VGG16 27  4 11 8 
 
Table 5. Intraoral Dataset Results 

Models Acc F1 Rec Prec AUC 

ConvNextBase 0.84 0.80 0.80 0.8387 0.7647 

EfficientNetB7 0.82 0.7077 0.7246 0.7143 0.7353 

MobileNetV2 0.68 0.6308 0.6364 0.6563 0.6176 

ResNet50 0.80 0.7538 0.7778 0.7368 0.8235 

VGG16 0.80 0.7937 0.8621 0.7353 0.82 

VGG19 0.6769 0.6866 0.6970 0.6765 0.70 

Xception 0.6769 0.6441 0.7600 0.5588 0.65 

 

 
 

Figure 7. ROC of the ConvNextBase, which gives the best 
result in the histopathologic images. 
 
In Figure 7, the ROC curve and the AUC value of the 
model are shown as 0.84. An AUC close to 1 indicates that 
the classification performance of the model is good. An 
AUC value of 0.84 indicates that the model is successful in 
balancing the true positive and false positive rates. In 
terms of F1 value and accuracy, it can be said that the 
model successfully discriminates between both positive 
and negative classes and misclassifications are kept to a 

minimum. These results indicate that the overall 
performance of the model is balanced and its ability to 
correctly identify positive classes is satisfactory. 
The values of the confusion matrices of the models 
created with intraoral data are tabulated in Table 6. 
 
Table 6. Confusion Matrix Values of Intraoral Images 

 TN FP FN TP 

ConvNextBase 26 8 5 26 

MobileNetV2 14 16 10 25 

EfficientNetB7 26 5 5 25 

XCEPTION 19 15 6 25 

ResNet50 25 9 10 21 

VGG19 25 9 4 27 

VGG16 23 11 10 21 

 
The performance of the models based on intraoral and 
histopathological image data was calculated using the TN, 
FP, FN, TP values shown in Table 5. Detailed information 
about the calculations is described under the title 
Performance Metrics. 
This study demonstrated that CNN-based transfer 
learning models can be effectively applied to both 
histopathological and intraoral images for disease 
detection, even without the involvement of a pathologist. 
This finding highlights the potential of AI-based decision 
support systems to assist medical professionals in 
diagnosing diseases with high accuracy. By utilizing CNN-
based transfer learning methods, clinicians and 
physicians can gain reliable insights from diverse image 
sources, highlighting the adaptability and scalability of AI 
in medical imaging. Furthermore, this study highlights 
the importance of selecting appropriate transfer learning 
models for different image types and sources. The 
differences in performance between histopathological 
and intraoral images indicate that there is no one-size-
fits-all solution when it comes to applying AI in 
healthcare. Instead, the choice of model should be 
carefully tailored to the specific characteristics of the 
data.  
Comparison of the models that gave the best results in 
the study with similar data sets of histopathologic and 
intraoral data of oral cancer is given in Table 7 and Table 
8, respectively. 
According to Table 7, the best model in our experiments 
on histopathologic image data competes with the 
literature with similar content. Bayesian and quadratic 
discriminant analysis gave better results than our model. 
According to Table 8, our model built on the intraoral 
dataset competes with the literature with similar content. 
The Roboflow model differs from our work as it performs 
object detection. 
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Table 7. Compare to Similar Histopathologic Oral Cancer 
Data Set 
 

References Model Acc F1 
(Welikala et al., 
2020). 

ResNet101 0.7500 0.7830 

(Muthu et al., 
2012) 

Bayesian 0.9075 None 

(Chang S.W. et 
al.2013) 

SVM 0.75 None 

(Lu et al. 2017) 
quadratic 

discriminant 
analysis 

0.88 None 

The present ResNet50 0.8125 0.8525 
 
Table 8. Compare to Similar Intraoral Oral Cancer Data 
Set 
 

References Model Acc F1 
(Chu et al., 2020). SVM 0.7059 None 
(Dinesh, 
et.al.,2023) 

Roboflow 0.8947 None 

(Song, et.al, 
2021) 

VGG19 0.856 None 

The present ConvNextBase 0.84 0.80 
 
Looking ahead, the potential for developing hybrid 
models that integrate different transfer learning 
techniques offers exciting opportunities. By combining 
methods designed for different image types or sources, it 
may be possible to achieve even more robust and 
accurate diagnostic support systems. These hybrid 
models could increase the flexibility of AI applications, 
making them more adaptable to a variety of medical 
scenarios. With further work, this approach could help 
refine the role of AI in healthcare, providing more 
comprehensive tools for early diagnosis and treatment, 
particularly in settings with limited access to specialist 
expertise. 
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