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Abstract: A comparative analysis of two prominent Explainable Artificial Intelligence
(XAI) techniques, SHAP (SHapley Additive exPlanations) and Interpreted ML Partial
Dependence, was conducted on a real-world Telecom Churn dataset consisting of 7,043
customer records. The objective of this study was to evaluate and compare the
effectiveness of these techniques in enhancing the transparency and interpretability of
machine learning models, specifically in telecom churn prediction. The study leveraged
an XGBoost model, which achieved an accuracy of 94.12%, outperforming other
machine learning models in the dataset. The methodology outlined the steps of data
preprocessing and model training. Two separate analyses using SHAP and Interpreted
ML Partial Dependence were conducted to evaluate their effectiveness in explaining
model decisions and uncovering feature importance. The results of both techniques were
discussed, highlighting their strengths and weaknesses, and providing valuable insights
into interpretability and robustness. The SHAP analysis demonstrated that it is a powerful
tool for identifying which features influence churn, particularly highlighting Contract
type, Monthly Charges, and Tech Support as key drivers of customer churn. For instance,
SHAP values revealed that customers with short-term contracts and no tech support were
significantly more likely to churn, with SHAP values exceeding 0.6 in impact. This fine-
grained analysis provided precise insights into individual predictions. On the other hand,
the Interpreted ML Partial Dependence method showed the general effects of features,
allowing for a broader perspective on model behavior. It illustrated how changes in
Monthly Charges and Tenure affected churn probability across the dataset, showing that
customers with longer tenure had lower churn probabilities on average. These results
enhanced the transparency of model decisions, instilling trust in users and helping them
understand how the model works. The key contribution of this study is the comparative
evaluation of SHAP and Interpreted ML Partial Dependence in telecom churn prediction,
offering a structured framework for selecting appropriate XAl techniques based on
interpretability needs. SHAP provided instance-specific explanations, crucial for
personalized customer retention strategies, while Partial Dependence offered a
macroscopic view, useful for high-level decision-making and policy adjustments.This
comparative analysis contributes to a deeper understanding of XAI methods and
emphasizes the importance of selecting appropriate techniques to enhance transparency
in telecom churn prediction models.
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SHAP ve Interpreted ML Kismi Bagimhlik Kullanarak Telekom isten Ayrilma Tahmininde
XAI Tekniklerinin Karsilastirmah Analizi

Oz: Onde gelen iki Agiklanabilir Yapay Zeka (XAI) teknigi olan SHAP (SHapley
Additive exPlanations) ve Interpreted ML Kismi Bagimlilik, 7.043 miisteri kaydindan
olugan gercek bir Telekom Churn veri kiimesi iizerinde karsilagtirmali bir analizle
degerlendirildi. Bu g¢alismanin amaci, bu tekniklerin makine 6grenimi modellerinin
seffafligin1 ve yorumlanabilirligini artirmadaki etkinligini, 6zellikle telekom abonelik
iptali (churn) tahmini baglaminda karsilastirmaktir. Calismada, %94,12 dogruluk oranina
ulasarak diger makine &grenimi modellerinden iistiin performans gosteren XGBoost
modeli kullanilmistir. Metodoloji kapsaminda veri 6n isleme ve model egitimi adimlari
aciklanmig, SHAP ve Interpreted ML Kismi Bagimlilik yontemleriyle yapilan iki ayr
analiz karsilastirilmistir. Elde edilen sonuglar, bu tekniklerin giiclii ve zayif yonlerini
ortaya koyarak model yorumlanabilirligi ve dayanikliligi hakkinda 6nemli i¢gdriiler
sunmustur. SHAP analizi, S6zlesme Tiirii (Contract), Aylik Ucretler (Monthly Charges)
ve Teknik Destek (Tech Support) gibi 6zelliklerin miisteri kaybi tizerindeki etkisini giiclii
bir sekilde belirleyerek, modelin belirli tahminlerde bulunma nedenlerini agiklamada
etkili bir yontem oldugunu gostermistir. Ornegin, SHAP degerleri, kisa vadeli
sozlesmelere sahip ve teknik destek hizmeti almayan miisterilerin, 0,6'nin iizerinde
SHAP etkisine sahip olarak, churn olasiliginin 6nemli OSl¢lide yiiksek oldugunu
gostermistir. Bu detayli analiz, bireysel miisteri tahminlerini anlamak i¢in kritik bilgiler
saglamigtir. Ote yandan, Interpreted ML Kismi Bagimlilik yéntemi, Aylik Ucretler ve
Abonelik Siiresi (Tenure) gibi degiskenlerin churn olasilig: {izerindeki genel etkilerini
gostererek daha genis bir bakis agist sunmustur. Analiz sonuglari, 6zellikle uzun siireli
abonelik siiresine sahip miisterilerin daha diigiikk churn olasiligina sahip oldugunu ortaya
koymustur. Bu ¢aligmanin temel katkisi, telekom sektorii icin SHAP ve Interpreted ML
Kismi Bagimmlilik yontemlerinin karsilagtirmalt bir degerlendirmesini = sunarak,
yorumlanabilirlik ihtiyaglarina gore uygun XAI tekniklerinin secilmesine yonelik
yapilandirilmis bir gerceve sunmasidir. SHAP, bireysel tahminleri agiklamak i¢in giiclii
bir arag¢ sunarken, Kismi Bagimlilik ydntemi makro diizeyde analizler yapmak ve yiiksek
seviyeli kararlar almak i¢in faydalidir. Bu karsilastirmali analiz, XAl yontemlerinin daha
iyl anlagilmasina katki saglamakta ve telekom abonelik iptali tahmin modellerinde
seffafligi artirmak i¢in uygun tekniklerin se¢ilmesinin 6nemini vurgulamaktadir.
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1. INTRODUCTION

This study provides a comprehensive comparison of
SHAP (SHapley Additive exPlanations) and Interpreted
ML Partial Dependence for explainability in telecom
churn prediction. By applying these techniques to a real-
world dataset of 7,043 telecom customers, the research
identifies Contract type, Monthly Charges, and Tech
Support as key churn predictors, with SHAP wvalues
exceeding 0.6 in impact. The study demonstrates that
SHAP is highly effective for customer-specific
explanations, making it valuable for personalized
retention strategies, while Partial Dependence Plots offer
a broader understanding of feature influence, aiding in
strategic decision-making. The XGBoost model, which
achieved 94.12% accuracy, serves as the foundation for
this analysis, highlighting the balance between
performance and interpretability. The findings emphasize
that SHAP excels in detailed, instance-based
explanations, whereas Partial Dependence is more
suitable for high-level business insights. By bridging the
gap between model accuracy and transparency, this study
offers practical guidance on selecting the most
appropriate XAI technique for telecom churn analysis,
contributing to more explainable and trustworthy Al-
driven decision-making [25,27]. In today’s data-driven

world, where machine learning models increasingly
dictate decision-making, the need for transparency and
interpretability has reached unprecedented importance
[25,27]. Nowhere is this more critical than in
telecommunications, where accurate churn prediction is
not just a technical goal but a strategic necessity for
customer retention and service optimization [6,10]. This
paper undertakes a comparative analysis of SHAP and
Interpreted ML Partial Dependence, assessing their
effectiveness in enhancing model transparency and
interpretability in the context of telecom churn prediction
[7,31]. The Methodology section details the dataset
preprocessing and model training steps, focusing on
XGBoost, a widely recognized model in this domain
[10,17]. Recursive Feature Elimination (RFE) is applied
to identify and retain only the most influential features,
ensuring  improved  model  performance  and
interpretability [31,19]. The Evaluation section provides a
detailed comparison of SHAP and Partial Dependence,
illustrating how each technique unveils feature
importance and enhances interpretability in different ways
[31,33]. The discussion highlights their respective
strengths and weaknesses, offering insights into their
applicability for various analytical needs [8,32]. Finally,
this study contributes practical recommendations on
selecting appropriate XAI techniques based on business



Tr. J. Nature Sci. Volume 14, Issue 2, Page 11-25, 2025

objectives and interpretability needs. The Conclusion and
Future Works section summarizes key findings and
discusses their broader implications, emphasizing the
importance of choosing the right XAl approach in telecom
churn prediction models [25,26]. Additionally, avenues
for future research are outlined, focusing on further
refinement of interpretability techniques and their
integration into real-world telecom decision-making
frameworks [33,32].

2. RELATED WORKS

The surge of machine learning applications across various
sectors has been nothing short of transformative.
Noteworthy contributions span diverse domains,
showcasing the versatility and impact of these intelligent
systems. In the realm of marketing, groundbreaking
strides have been made with a coupon recommendation
method, marrying machine learning prowess with
simulated annealing algorithms [1]. This innovative
approach not only enhances the order conversion rate but
also fuels revenue growth. A parallel breakthrough
emerges in the banking sector with DeepAFM, a
sophisticated deep learning model tailored for precision
marketing to predict potential credit card users [3].

Agriculture witnesses the fusion of technology and
cultivation as machine learning techniques intricately map
rice growth phases and bare land using Landsat-8 OLI
imagery [2]. This not only demonstrates the accuracy of
classification but also opens avenues for resource
management applications. Analytical sciences delve into
the intricacies of Raman and surface-enhanced Raman
scattering experiments, where machine learning methods
unravel chemical information from complex datasets [4].

Machine learning has made significant contributions in
healthcare, such as disease classification developed a
Support Vector Machine (SVM) classifier for diagnosing
diabetes, showcasing the successful use of machine
learning in medical datasets [5].

In the dynamic landscape of telecom, machine learning
algorithms such as Prophet and XGBoost emerge as
pivotal tools for forecasting network traffic [6]. The
industry witnesses’ cost and time reductions through
automated test case generation, a testament to the
efficiency brought by machine learning [7]. Anomaly
detection in telecom operations sees a change in basic
assumptions, resulting in a remarkable 90 percent
reduction in team workload [9].

Within telecom, customer churn prediction stands out as
a vital application, with machine learning models
operating on big data platforms [10]. It is intriguing to
note that non-machine learning Al approaches, such as
propositional logic, find their place in certain tasks within
telecom data analysis [8].

The literature extends its explorations into the
constructive collaboration of machine learning across
diverse domains. In the context of Cyber Manufacturing
Systems, machine learning proves invaluable in detecting

cyber-physical attacks [11]. The manufacturing industry
witnesses a convergence of machine learning and
optimization methods, capitalizing on advances in
digitalization [12]. In radiological imaging, machine
learning exhibits potential for recognizing and classifying
complex patterns [14].

Furthermore, recent studies have delved into the
integration of machine learning into the evaluation of
physical security for cryptographic chips [15], the
analysis of online transaction data [16], and its potential
in medical imaging for disease detection at an early stage
[18]. In the context of fault diagnosis, provided a survey
of various machine learning algorithms applied in
elevator systems [19]. Also specifically compared the
performance of machine learning and deep learning
algorithms in breast cancer prediction and diagnosis [17].

The literature reviewed demonstrates the wide-ranging
applications of machine learning in diverse domains. This
paper contributes to this body of knowledge by
conducting a comparative analysis of Explainable
Artificial Intelligence (XAI) techniques on telecom churn
prediction, using SHAP and interpreted ML partial
dependence.

3. MATERIAL AND METHOD

In this section, the procedures involved in data
acquisition, pre-processing, and the implementation of
our proposed methodology are outlined. The study
commences with an explanation of the dataset used,
followed by a description of the steps taken to preprocess
the data. Subsequently, the proposed method is
introduced, entailing the application of an XGBoost
model for telecom churn prediction, augmented by
Explainable Al techniques.

3.1. Dataset

The telecom churn dataset provides valuable insights into
customer behaviour within the telecommunications
sector, where customer loyalty plays a pivotal role.
Understanding and mitigating customer subscription
cancellations is critical for telecommunications
companies to enhance decision-making processes. This
dataset encompasses various customer attributes,
including contract type, technical support status, and
monthly charges, along with a binary "Churn" label
indicating whether a customer terminated their
subscription. It serves as a valuable resource for telecom
companies seeking to analyse customer attrition patterns
and formulate strategies to retain subscribers and improve
overall service quality. Initially, all features of the
available data set were not taken, but Recursive Feature
Elimination (RFE) method was applied on the data set and
the parameters obtained as output were used. Table 1
shows us the parameter ranking obtained as a result of
RFE. MontlyCharges and tenure columns are reduced to
values between 0-1 wusing Minmax Normalizer.
TechSupport, Contract and OnlineSecurity columns were
encoded as strings using the Label Encoding method. The
churn value already contains the values 0 and 1 and shows
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whether the telecom service continues or not depending
on the current parameters. "1" indicates that he left the
service and "0" indicates that he did not leave the service.

Table 1. Feature Selection and Ranking Table

Feature Selected Ranking
gender FALSE 4
Partner FALSE 6
Dependents FALSE tab
tenure TRUE 1
PhoneService FALSE 12
InternetService FALSE 5
OnlineSecurity TRUE 1
OnlineBackup FALSE 3
DeviceProtection FALSE 8
TechSupport TRUE 1
StreamingTV FALSE 11
StreamingMovies FALSE 10
Contract TRUE 1
PaperlessBilling FALSE 7
PaymentMethod FALSE 2
MonthlyCharges TRUE 1

Table 2. A piece of example from dataset
Monthly | Tech
Charges | Support | Contract | OnlineSecurity | tenure Churn
0.115423 | 0 0 0 0.013889 | 0
0.385075 | 0 1 1 0472222 | 0
0.354229 | 0O 0 0 0.027778 | 1
0.239303 | 2 2 1 0.625 0
0.521891 | 0O 0 0 0.027778 | 1

3.2. Proposed Model

Following the training of the Telecom Churn dataset using
the XGBoost model predictions for customer churn were
obtained. To gain deeper insights into the "why" and
"how" behind these predictions leveraging interpretable
artificial intelligence tools, namely InterpretML and
SHAP were proposed. This article aims to explore and
compare the explanations provided by these tools,
shedding light on the factors influencing the model's
decisions.

InterpretML and SHAP are chosen for their effectiveness
in offering interpretability to complex machine learning
models. InterpretML employs various interpretability
techniques to provide a global understanding of model
behaviour, while SHAP (SHapley Additive exPlanations)
values offer a nuanced view of feature contributions for
individual predictions.

In the proposed methodology, interpretability results
obtained from InterpretML and SHAP will be analysed
and contrasted to unravel the underlying dynamics of the
XGBoost model. By addressing the "why" and "how"
aspects of predictions, an aim is set to enhance the
transparency and trustworthiness of the predictive model.
This is expected to contribute to a more informed
decision-making process in the context of telecom churn
prediction.

In addition, this data set was created with data from 7043
people. An example of the data set is given in Table 2.

To enhance the reliability of the results obtained from
SHAP and InterpretML, the performance and
methodologies of these tools have been carefully
evaluated and independently analysed. These analyses are
crucial in ensuring the accuracy and reliability of the
model's predictions.

3.2.1. Machine learning

Machine learning, a subset of artificial intelligence, has
significantly transformed data analysis methodologies
across various domains [20, 23]. This changes in basic
assumptions is evident in the telecommunications
industry, where machine learning plays a pivotal role,
particularly in the prediction of customer churn. The
application of machine learning algorithms empowers
telecom companies to navigate vast datasets, discern
intricate patterns, and make highly accurate predictions.
Amidst the diverse array of machine learning algorithms,
XGBoost emerges as a preferred choice due to its
adaptability and robust performance [21].

XGBoost, denoting eXtreme Gradient Boosting, has
evolved into a cornerstone within the realm of machine
learning. Tailored to overcome the limitations of
traditional gradient boosting algorithms, XGBoost excels
in both classification and regression tasks. Its
effectiveness stems from its adeptness in handling diverse
data types, managing missing values, and mitigating
overfitting. These attributes render XGBoost particularly
well-suited for intricate prediction scenarios, such as
telecom churn prediction. In the specific context of
telecom churn prediction, XGBoost has emerged as a go-
to solution for telecom companies. Leveraging its
analytical prowess across various customer attributes,
including contract type, technical support status, and
monthly charges, XGBoost provides accurate forecasts
regarding customer subscription cancellations. As the
subsequent sections of this article are explored, focus will
be shifted towards the interpretation of the predictions
generated by the XGBoost model. This interpretative
process involves the utilization of tools such as
InterpretML and SHAP, enhancing the transparency of
the model. The interpretability of the XGBoost model is
deemed crucial for gaining profound insights into the
factors influencing telecom churn. Ultimately, this
knowledge assists businesses in making well-informed
decisions aimed at customer retention and the
enhancement of service quality. This narrative builds
upon the foundation laid by various scholarly works in the
field of machine learning [23,24], among others. The
integration of insights from these works contributes to a
comprehensive understanding of the intersection between
machine learning and telecommunications, enriching the
discourse on predictive analytics in this dynamic industry.
Figure 1 gives a working example of machine learning.
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DATA SET B

Objective function with
node splitting

Figure 1. Working of machine learning
3.2.2. Explainable AI

Explainable Al, often abbreviated as XAl, represents a
paradigm shift in artificial intelligence, emphasizing the
transparency and interpretability of machine learning
models [25]. As Al systems become increasingly
intricate, understanding their decision-making processes
becomes paramount. Explainable Al aims to demystify
the inner workings of these models, providing
comprehensible insights into how and why specific
predictions are made [26]. In the realm of telecom churn
prediction, where the stakes are high, Explainable Al
plays a pivotal role [27]. Identifying the key parameters
influencing churn is crucial for telecom companies

4
)
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seeking to retain customers -effectively. With the
application of machine learning models, particularly
XGBoost in our case, a plethora of features contribute to
predicting churn [28]. However, discerning which factors
carry the most weight can be challenging without the aid
of Explainable AI [29]. In the telecom churn landscape,
parameters such as contract type, technical support status,
and monthly charges emerge as influential factors [27].
Machine learning models analyse these features, but the
"why" behind a prediction remains a black box [29]. A
schematic visual presenting the Explainable Al method is
given in Figure 2 also Figure 3 shows a comparative XAl
method with machine learning algorithms.
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Figure 2. Explainable Al schema
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Figure 3. Comparative of XAI and Machine Learning
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Explainable Al tools, such as InterpretML and SHAP,
step in to shed light on the decision rationale, offering a
transparent view of how these parameters contribute to the
prediction of churn. After employing machine learning
techniques like XGBoost to predict telecom churn, the
next logical step is to leverage Explainable Al
InterpretML and SHAP, for instance, provide
methodologies for interpreting and visualizing complex
model outputs. By applying these tools, businesses can
uncover the significance of each feature in the churn
prediction process. This not only enhances the credibility
of the predictions but also empowers telecom companies
with actionable insights. Decision-makers can now
understand not only that a customer is likely to churn but
also the specific reasons driving that prediction, enabling
them to implement targeted retention strategies and
improve overall customer satisfaction.

3.3. SHAP (Shapley Additive exPlanations)

SHAP values are derived from cooperative game theory,
specifically Shapley values, which distribute the
contribution of each player in a coalition [32]. Applied to
machine learning, SHAP values quantify the impact of
each feature on a model’s output [31]. For a given
prediction f(x) of the model, the SHAP value ¢; for
feature i can be expressed as:

ISIEAN] = 1ST = 1)!
[N|!

¢:(f) = [F(Su{ih = F(S)]

SEN{i}
Here, N is the set of all features, and S represents a subset
of features excluding [31]. This formula computes the

contribution of feature by considering all possible subsets
of features.

f(8) = E[f (x)|X] 2

£ (S) is the conditional expectation of f(x) given the
information set X,

E[.] denotes the expectation operator,
f(x) is a random variable, and

X is an information set.

n
M +Zﬁizi = bias +

In Equation 2, the conditional expectation f,(S) is
determined by the expected value of the random variable
f(x) given the information set X;. The information set X s
conditions the expectation, indicating that the anticipated
value of f(x) is contingent upon the knowledge
encapsulated in X; . This formulation is a standard
representation in probability theory and statistics, where
the conditional expectation provides a way to model the
expected outcome of a random variable in the presence of
specific information or conditions specified by the
information set. The equation serves as a concise
expression encapsulating the relationship between the
conditional expectation and the underlying random
variable in a given informational context.

In the equation,

i=1 i=1

where M represents an intercept term, and f3; denotes the
coefficients associated with the variables z; and x;. The
variables z; and x; are the features used in the model. The
left side of the equation is the sum of the intercept z;and
the product of each coefficient §;with its corresponding
variable z;.

The right side of the equation consists of the bias term and
the sum of the product of each coefficient f; with its

(1xorresponding feature x;. This can be interpreted as the

sum of the individual contributions of each feature x; to
the overall prediction.

Overall, the equation represents a linear relationship
between the features and the predicted outcome, with each
feature's contribution weighted by its respective
coefficient.

The XAl output in Figure 4 is a SHAP (SHapley Additive
exPlanations) value plot, which is a way of explaining the
predictions of a machine learning model by looking at
how much each feature contributes to the output. In this
case, the model is predicting revenue, and the XAl output
shows how much each of the features in the plot
contributes to the predicted revenue [30]. Also Figure 5
shows the average impact of our features on model output.

n
Z B; - Feature Contribution | x; (3)
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Contract
MonthlyCharges
tenure
OnlineSecurity

TechSupport

High

Feature value

Low

1 2 3

SHAP value (impact on model output)

Figure 4. SHAP results for dataset

Custom Summary Plot Title

Contract

tenure
MonthlyCharges
OnlineSecurity

PaymentMethod

0.0 0.2 0.4
mean(|SHAP value|) (average impact on model output magnitude)

Figure 5. SHAP results for our data set shows average impact for each feature

The features in the plot are contract, monthlyCharges,
tenure, onlineSecurity, and techSupport .The SHAP value
for each feature is shown on the y-axis, and the features
are arranged on the x-axis from lowest to highest SHAP
value. The SHAP value for a feature tells you how much
the model’s prediction would change if the value of that
feature were to change. For example, the SHAP value for
contract is positive, which means that increasing the value
of contract will increase the predicted revenue.
Conversely, the SHAP value for tenure is negative, which
means that increasing the value of tenure will decrease the
predicted revenue [33].

The absolute value of the SHAP value tells you how
important the feature is to the model’s prediction. The
features with the largest absolute SHAP values are the
most important to the model. In this case, the most
important features are contract, monthlyCharges, and
onlineSecurity. The XAI output also shows how the
SHAP values are distributed across different data points.
The grey line in the plot shows the average SHAP value
for each feature and the blue and red dots show the SHAP
values for individual data points. The spread of the blue
and red dots shows how much the SHAP values can vary
for different data points. Overall, the XAl output tells you
that the value of a contract, monthly charges, online
security, and tech support has a significant impact on the
predicted revenue. The higher the value of these features,
the higher the predicted revenue. Tenure also has an
impact on the predicted revenue, but it is a negative

0.6 08 1.0

impact. The higher the value of tenure, the lower the
predicted revenue.

3.4. Interpreted ML Partial Dependence

Partial dependence plots offer insights into the
relationship between a specific feature and the model's
predictions while holding other features constant.
Interpreted ML Partial Dependence extends this concept
to make partial dependence more accessible for
interpretation. For a model M with input features X and
output Y, the partial dependence PDx;(x;) for a specific

feature X; at a certain value X; is calculated as follows:

PDx;(x;) = Ex—poxy[M(x)|X; = x;] 4)

This equation represents the expected prediction of the
model M given a fixed value X; for the feature X;. It

provides a more intuitive understanding of how changes
in a single feature influence the model's output.

Partial dependence plots (PDPs) are invaluable tools in
the realm of interpretability for machine learning models.
As illustrated in Figure 6 of the InterpretML framework
the nuanced changes in the average response value of the
model as we vary the tenure feature across the 0-1 range
on both the x and y axes were observed. These plots
provide a visual representation of how the feature's values
influence the model predictions.
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fs(s) = Exc[f (xs,Xc)] =f f(xs,Xc)dP(Xc) (5)

The function fs is defined as the expected value, denoted
as Exc, of the conditional function f(xs, X;), where xg
represents the features of interest and X, denotes the
remaining features treated as random variables in the
machine learning model f. This expectation is obtained by
integrating the function f(xg, Xc) with respect to the
probability distribution P(X,).

In simpler terms, f.(s) signifies the average predicted
outcome based on the features x; of interest, considering
the variability in the remaining features X, according to
their probability distribution P(X.). The integral reflects
the process of taking into account the contribution of each
combination of x, and X, values weighted by their
respective probabilities in the overall prediction.

IO . G
fixs) = = s, 2 ©
i=1

Equation (7) expresses the partial dependence function
fs(x5), which is determined by calculating the average of
the predicted values from the machine learning model f"
for the features of interest xs. This average is obtained by
summing the predicted values for each instance i and then
dividing the sum by the total number of instances n. The

feature values xé‘) represent the actual features from the
dataset that are not of interest, emphasizing the
marginalization over these features in the calculation of
the partial dependence. In passive voice, the equation
conveys that the partial dependence function is computed
by summing the predicted values for each instance and
subsequently dividing the sum by the total number of
instances.

K K 2
1 1
169 = = D (F @ =2 (@) O
k=1 k=1

The equation I(xg) is formulated to calculate a measure
of variability or dispersion associated with the partial
dependence estimates f A(xs(k)) for a set of feature values
xs. This measure is expressed as the square root of the
average squared difference between each individual
estimate and the overall average estimate.

In more detail, the expression involves obtaining K partial
dependence estimates for the features in set S, denoted as
f A(xs(k)) for k = 1to K. The quantity inside the square
root signifies the average squared deviation of each
individual estimate from the mean estimate, which is the
average of all K estimates. The fraction é scales the

summation to provide an unbiased estimate of the
variance.

The resulting value I(xg) represents the standard
deviation of the partial dependence estimates, offering
insights into the spread or consistency of the model's
predictions for different instances of xs. This measure can
be useful in assessing the stability and reliability of the
partial dependence estimates for the specified set of
features.

maxy (Sf(xs(k))) — miny (Sf(xs(k))) ®)
4

(xs) =

The formulation of the expression (xs) provides a
standardized representation for the features of interest xg,
achieved by calculating the difference between the
maximum and minimum values of the partial dependence
function Sf evaluated at different instances xs(k), and
subsequently dividing this difference by four. This
normalization step ensures that the range of values
resulting from the partial dependence function is adjusted,
facilitating a more interpretable understanding of the
features' impact on the model's predictions.
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Figure 6. Tenure results InterpretML from dataset

In transitioning to the subsequent paragraph, the focus
shifts to Figure 6, which specifically examines the tenure
feature. Within the specified range, this figure elucidates
the average response values, with the x and y axes
capturing variations in the feature and its impact on the
model's output, respectively. The plot's density visually
encapsulates the concentration of the tenure feature's
influence on the overall model.

In summary, these Partial Dependence plots serve as
powerful tools for model interpretation, providing a clear
and intuitive understanding of how individual features
contribute to the model's behaviour. The visualizations
not only depict the average response values but also
convey the intensity of the feature's impact, enhancing our
grasp of the model's inner workings. Incorporating such
visual aids in high-level articles and discussions can
significantly contribute to the accessibility and
interpretability of complex machine learning models.

In our implementation, these Explainable Al techniques
are applied post-training the XGBoost model. SHAP
values provide a detailed breakdown of feature
contributions, while Interpreted ML Partial Dependence
offers insightful plots illustrating the impact of individual
features on predictions.

4. RESULTS

Table 3 presents the results of experiments conducted
with various machine learning models on the same
dataset. Upon careful examination of the table, it becomes
evident that the XGBoost model outperforms other
machine learning models, exhibiting higher accuracy,
precision, recall and F1 score. The superior performance
of the XGBoost model underscores its effectiveness in
capturing and generalizing patterns within the given
dataset. This heightened accuracy, precision, recall, and
F1 score not only emphasize the model's predictive
prowess but also its robustness in consistently delivering
reliable and high-quality predictions compared to
alternative machine learning approaches. The model's
capacity to adapt to intricate patterns and make accurate
predictions contributes to its superior performance
metrics across multiple evaluation criteria. The nuanced
evaluation metrics, including precision, recall, and F1
score, shed light on the model's ability to strike a balance
between correctly identifying positive instances and
minimizing false positives and false negatives.

Table 3. Machine learning algorithm results

Machine  Learning F1-
Methods Accuracy | Precision | Recall | Score
XGBoost 0.94125 0.94 1 0.97
Adaboost 0.93933 0.94 1 0.97
KNN 0.93933 0.94 1 0.97
CatBoost 0.93933 0.94 1 0.97
Logistic Regression 0.93933 0.94 1 0.97
SVM 0.93933 0.94 1 0.97
TFX 0.93835 0.94 1 0.97
Tensorflow Extends

BBO 0.93835 0.94 1 0.97
Extra Trees 0.93737 0.94 1 0.97
Decision Tree 0.93542 0.94 0.99 0.97
Random Forest 0.93542 0.94 0.99 0.97
LightGBM 0.93346 0.94 1 0.97
NaiveBayes 0.43639 1 0.4 0.57

In this study, interpretable artificial intelligence tools,
namely Shap and InterpretML-Partial Dependence, were
employed to elucidate the XGBoost model trained on the
telecom churn dataset. The primary goal was to explain
the predictions made by the model, with a particular focus
on two selected customers—one continuing with the
service (churn=0) and the other leaving the company
(churn=1). By comparing Shap outputs for these
customers, it was observed that the 734th customer had a
longer tenure than the 544th customer, as depicted in
Figure 7. Additionally, Figure 7 revealed that the
MonthlyCharges for the 544th customer were lower than
those for the 734th customer.

Churn 1 Example Features:
544 0.271642 2

Churn @ Example Features:

734 ©.715423 4]

MonthlyCharges TechSupport Contract OnlineSecurity

MonthlyCharges TechSupport Contract OnlineSecurity tenure

tenure
@ 2 0.188556

0 e  0.375

Figure 7. Customers parameters
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Examining Figure 8 and Figure 9, the feature distributions predicting churn for both customers. However, a
influencing predictions for these selected customers were discrepancy arose between Monthly Charges and tenure,
illustrated. =~ These  visualizations  supported the with Figure 9 showing higher values for the non-churning
interpretation that the 734th customer did not churn, while customer, whereas Figure 8 revealed a significant impact

the 544th customer did. Notably, Figure 11 and Figure 12 of these features, both exceeding 0.6.
indicated that the Contract feature played a crucial role in
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Figure 8. 544’th Customers SHAP values
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Figure 9. 734’th Customers SHAP values
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Furthermore, limitations were encountered in delivering
detailed explanations for the reasons behind specific
customer churn or retention when employing
InterpretML-Partial ~ Dependence.  Unlike  Shap,
InterpretML-Partial Dependence offers insights into how
the model's prediction changes as a single feature varies
while keeping all other features constant. It provides a
partial dependence plot highlighting the average response
of the prediction and the density of these features'
influence on the prediction, as depicted in Figure 10.

The InterpretML partial dependence graphics shown at
Figure 10,11 and 12 for the monthly charges, contract
type, and tech support features offer a nuanced
understanding of how these wvariables collectively
influence the predictions, particularly in the context of
OnlineSecurity. These graphics provide insightful
visualizations that depict the relationship between the
mentioned features and the predicted outcomes. By
examining the partial dependence plots, one can discern
the impact of monthly charges, contract type, and the
availability of tech support on the likelihood of having
OnlineSecurity services. The partial dependence graphics
illustrate how changes in the values of monthly charges,
various contract types, and the presence of tech support
correlate with shifts in the model's predictions regarding
the probability of having OnlineSecurity. This visual
representation aids in identifying trends, patterns, and
potential nonlinear relationships between these features
and the target variable. Consequently, stakeholders can
glean valuable insights into the factors that significantly
contribute to the presence or absence of OnlineSecurity
services, enabling informed decision-making and a deeper
understanding of the model's behaviour in relation to these
key predictors.

5. DISCUSSION AND CONCLUSION

The results obtained from this study highlight the
effectiveness of SHAP and Interpreted ML Partial
Dependence in enhancing the interpretability of telecom
churn prediction models. The findings indicate that SHAP
is particularly effective in identifying key features that
influence individual customer churn decisions, whereas
Interpreted ML Partial Dependence provides a more
global perspective on feature importance and trends.
Several previous studies have explored Explainable Al
techniques in the context of customer churn prediction,
primarily focusing on improving predictive accuracy
rather than model interpretability. While prior research
demonstrated the effectiveness of machine learning
models such as XGBoost in telecom forecasting, they
often lacked a comparative evaluation of explainability
techniques. Our study builds on this by integrating SHAP
and Interpreted ML Partial Dependence to bridge the gap
between model performance and transparency. One of the
key advantages of the proposed approach is its ability to
provide improved transparency, enabling telecom
companies to understand and trust Al-driven predictions.
The SHAP analysis offers actionable insights by
pinpointing individual-level risk factors, allowing for
more personalized retention strategies. At the same time,
Interpreted ML Partial Dependence presents a high-level

overview of feature importance, which is useful for
strategic decision-making. Additionally, the XGBoost
model used in this study achieved a high predictive
accuracy of 94.12%, reinforcing its reliability in telecom
churn prediction. However, there are some limitations to
consider. SHAP computations can be computationally
expensive, especially for large datasets, making real-time
analysis challenging. Moreover, Partial Dependence Plots
do not fully capture feature interactions, limiting their
ability to reflect complex dependencies within the data.
There is also a trade-off between interpretability and
performance, as the use of interpretability techniques
sometimes necessitates a compromise on model
complexity and predictive power. Despite these
limitations, the study provides a valuable framework for
applying and evaluating Explainable Al techniques in
telecom churn prediction. Future research should focus on
integrating additional interpretability methods, such as
counterfactual explanations or LIME, to further enhance
the transparency and usability of machine learning models
in the telecom sector.

This study presents a comparative analysis of SHAP
(SHapley Additive exPlanations) and Interpreted ML
Partial Dependence to enhance the interpretability of
telecom churn prediction models. By analyzing a real-
world telecom dataset of 7,043 customers, the findings
reveal that Contract type, Monthly Charges, and Tech
Support are the most significant factors affecting
customer churn, with SHAP values exceeding 0.6 in
impact. The XGBoost model, achieving 94.12% accuracy,
demonstrated high predictive performance, while the
applied explainability techniques provided valuable
insights into customer retention strategies. SHAP proved
particularly effective in offering individual-level
explanations, making it an ideal tool for personalized
churn intervention strategies, highlighting that customers
on short-term contracts and those without tech support are
at higher risk of leaving. Conversely, Interpreted ML
Partial Dependence offered a macroscopic view of feature
impact, illustrating general trends such as the inverse
relationship between tenure and churn, making it more
suitable for strategic decision-making at a higher level.
These insights suggest that telecom companies should
focus on contract renewal incentives, enhanced customer
support, competitive pricing strategies, and loyalty
programs to mitigate churn risk. Future research should
explore advanced feature engineering to refine customer
behavior insights, hyperparameter tuning for improved
model accuracy, and integration of additional behavioral
metrics such as customer service interactions, payment
history, and network usage patterns to strengthen
predictive capabilities. Additionally, evaluating the real-
world impact of XAI techniques in telecom operations
and incorporating other interpretability methods like
counterfactual explanations or LIME could provide a
more comprehensive understanding of churn drivers. By
applying context-specific XAI approaches, telecom
providers can make data-driven decisions to enhance
customer retention, improve pricing strategies, and
optimize service offerings, ultimately ensuring greater
transparency and trust in Al-driven predictive models.
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The kaggle link of dataset is
"https://www.kaggle.com/datasets/moe5998/telecom-
customer-churn".
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