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 Since most of the world is covered with oceans and seas, seas and oceans have aroused 
people's curiosity throughout history. Humans have used oceans and seas in versatile ways. 
The seas are critical areas for trade, transportation, fishing, tourism, energy resources, border 
security, defense, and intelligence operations. Today, the increasing use of maritime routes 
creates problems in terms of maritime security, maritime traffic, and management. It has 
become necessary to look for alternatives to solve such problems in the maritime industry, 
and deep learning techniques have been used to solve these problems. This paper presents 
ship detection method from optical satellite images using convolutional neural networks. The 
motivation of this paper is to produce solutions to the issues of detecting possible dangers in 
areas with heavy maritime traffic, preventing illegal fishing, preventing pirate attacks, human 
smuggling, country defense, security and tracking of maritime trade routes with ship detection 
systems. The convolutional neural network models used in the paper are based on YOLOv8 
and YOLOv9 and include different packages of these models. The dataset used in the paper 
was created using the FGSCR-42 dataset. The dataset used in the paper includes 12 classes. 
The performance of the model results was compared, and the results are presented in this 
paper. The mAP50 value of our YOLOv8l model, which we use as a new approach to ship 
detection studies in the literature, is 98.9%. Compared to similar studies in the literature, our 
model obtains a higher mAP value. 
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1. Introduction  
 

Oceans and seas make up a large part of the world and 
are therefore critical areas for trade, transportation, 
tourism, energy resources and border security. With 
developing technologies and increasing world 
population, people have started to use sea routes more. 
This situation has brought about problems in terms of 
maritime security, maritime traffic and management. 
Deep learning methods were used as one of the 
alternative methods that can be used to solve these 
problems in the maritime industry. The traffic density in 
the world has been shown in Figure 1. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 1. Ship traffic density [1] 
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In the maritime sector report published by the 
Turkish Chamber of Shipping (IMEAK) in 2023, it was 
stated that the world trade fleet had 60,004 (300 GT and 
above) ships at the beginning of 2023 [2]. This number of 
ships creates intense maritime traffic, and it is important 
to ensure navigation safety and detect possible dangers 
in areas with heavy maritime traffic. The International 
Maritime Organization (IMO), of which Turkey is a 
member, operates for a common regulation on issues 
such as navigation in international waters, marine 
protection, and security. The motivation of this paper is 
to produce solutions to the security and tracking issues 
of maritime trade routes with ship detection systems. 

MARPOL, an international convention, aims to 
prevent the pollution of the seas by ships [2]. To solve the 
marine pollution problem, early detection of marine 
pollution using optical satellite images is a useful step 
towards this goal.   

Using optical satellite imagery for ship detection can 
be beneficial in preventing pirate attacks and illegal 
fishing in regions of concern such as the Caribbean, West 
Africa, Southeast Asia, South and Central America, and 
the Indian Peninsula [2]. 

Illegal migration activities by sea also constitute an 
important problem all over the world. Turkey is located 
on the Eastern Mediterranean migration route and is a 
transit route for immigrants [2]. It is convenient to use 
ship detection applications with optical satellite images 
to detect and prevent human smuggling activities. 

 The issue of maritime traffic involving ships carrying 
explosives, toxic, and hazardous materials is a significant 
problem for the Turkish Straits in terms of national 
security. According to 2022 data, there were 77,486 ship 
transits through the straits, with 42,340 passing through 
the Dardanelles Strait and 35,146 through the Bosphorus 
Strait [2]. Utilizing optical satellite imagery for ship 
detection can provide fast results that facilitate the 
management of this traffic. If this ship traffic is not 
properly managed, potential accidents could have 
adverse economic, environmental, and public health 
consequences. 

The use of convolutional neural networks is proposed 
as a solution method for the problems mentioned in this 
paper. Convolutional neural networks are a sub-branch 
of deep learning. Deep learning methods are used to 
quickly learn and apply complex data by eliminating the 
human factor [3]. The main reason for using CNN in this 
paper is that object detection can be performed with 
convolutional neural networks. Convolutional neural 
networks are basically modelled on the human visual 
system and are used to detect, identify, and classify 
objects [3]. According to this structure, the central cells 
are divided into subregions to cover the entire image. 
Simple cells focus on edge-like features. Complex cells, 
which have larger receptor fields, focus on the entire 
visual field. In this context, the mathematical convolution 
process can be considered as the response of a neuron to 
stimuli in its receptive field [4,5,6]. CNN is a type of 
multilayer perceptron. The CNN model consists of one or 
more convolutional layers, a subsampling layer, and one 
or more fully connected layers [7]. Deep learning 
methods are a powerful technique used in many current 
research areas [8]. Ciresan et al. have shown in their 

studies that CNN reduces the error rate [9] and provides 
faster results than traditional methods [10]. Examples of 
areas and studies where deep learning methods are used: 
groundwater problems [11], wheat yield forecasting 
[12], air quality forecasting and modeling [13], yoga pose 
classification [14], network traffic classification [15] 
studies and sentence modeling [16], semantic parsing 
[17], prediction [16], classification [18], image and sound 
processing various fields can be given as examples [19-
33]. 

Remote sensing methods are preferred in ship 
detection due to their ability to scan large areas quickly 
and precisely. In the literature research, it has been seen 
that Synthetic Aperture Radar (SAR) and optical satellite 
images are used in ship detection studies. Optical sensors 
are used to reflect the energy emitted from the Sun from 
the Earth's surface; therefore, high-quality images 
cannot be provided in poor weather conditions. SAR 
images, unlike optical satellite images, can be used in all 
weather conditions [34]. SAR sensors send microwaves 
to the target with horizontal and vertical polarization 
and measure the intensity, polarization and phase of the 
waves reflected from the target [35]. The SAR sensor 
works by detecting reflections sent to the object and 
reflected. 

Many of the ship detection studies in the literature 
use SAR data. However, due to developing technology, 
increasing resolution and the increasing number of 
satellites, optical sensors have begun to be preferred for 
ship detection. High-resolution optical satellite images 
have become preferred due to their advantageous 
features such as color information, wide coverage area, 
continuous observation, low cost, ease of processing and 
short-term repeatability. The importance of optical 
satellite images in ships and ship type detection also 
contributes to the defense industry in various ways. This 
technology is useful in monitoring the movements of 
enemy ships, reacting quickly in ensuring maritime and 
coastal security, and collecting and analyzing important 
data. Additionally, these methods reduce the danger of 
electromagnetic detection during combat.  

Papers in the literature on this subject have been 
examined. The results obtained by those using the YOLO 
architecture and the FGSCR-42 dataset are stated. Wang 
et al. [36] proposed their algorithm consisting of three 
different optimizations based on YOLOv4 to solve the 
real-time operation and accuracy problems of existing 
ship detection algorithms. The optimization processes 
they perform are K-means clustering, Mix-up and model 
configuration changes. Wang et al. [36] created their own 
dataset and performed the training and testing phases of 
their algorithm with this dataset on the GPU cloud server. 
They compared the performance of their algorithm with 
Faster R-CNN, SSD and YOLOv3 architectures. The 
datasets consisting of 4000 photographs consist of 9 
categories in total, namely container ship, lifeboat, 
schooner, speedboat, ocean liner, yawl, bulk carrier, oil 
tanker and general cargo ship. In the experiment results 
mAP values are 93.55%.  

Hong et al. [37] proposed a new improved model 
based on YOLOv3 architecture for ship detection from 
SAR and optical satellite images. They made three 
different improvements for their models. To obtain good 
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results from anchor boxes, they performed linear scaling 
with the K-means++ algorithm. Gaussian parameters are 
added for positioning bounding boxes. While the default 
number of anchor boxes in the Gaussian-YOLO layer was 
three, they increased the number of anchor boxes to four 
in the model they created. The created model results 
were increased by 3% by applying YOLOv3-tiny and 
YOLOv3-spp. In their paper, they used the publicly 
available SAR dataset and the Kaggle “Airbus Ship 
Detection Challenge” dataset within the Optical ship 
dataset. In the model results, the mAP value was found to 
be 95.52% on average in SAR images and 93.56% on 
average in optical satellite images.  

Si et al. [38] presented ship detection method on 
YOLOv5 and created the YOLO-remote sensing ship 
detection model by making four different optimizations 
in this model. In their proposed model, they performed 
four different optimizations: Used the K-means++ 
algorithm in the data preprocessing stage, used the 
bidirectional feature pyramid network structure in the 
feature fusion stage, used the EloU loss function instead 
of the Regression loss function, and used the channel 
attention mechanism to increase the ship feature capture 
ability. The dataset used in the paper is satellite images 
of ships at sea in the Kaggle remote sensing image 
competition. The mAP in the experimental results is 
96.1%.  

Di et al. [39] made fine-grained ship classification 
from remote sensing images. Due to the scarcity of data 
sets in this field, they researched the datasets in the 
literature and created a new dataset in their articles. In 
addition to DSCR, the remote sensing ship classification 
dataset prepared by Di et al., they also added data from 
datasets used in the literature, NWPU VHR-10, DOTA, 
HRSC2016 and Google Earth. They created the FGSCR-42 
dataset, which consists of 9320 photographs containing 
combat and civilian ships. The dataset they created 
consists of 10 main categories and 42 subcategories. 
They used 8 different architectures to determine the 
results of the datasets. They achieved an accuracy rate of 
77.36% in VGG19 [40], which is a CNN classification 
network, 87.24% in ResNet-50 [41], 89.16% in ResNext -
50 [42], and 88.69% in DenseNet [43]. They achieved an 
accuracy rate of 89.53% in fine-grained classification 
network B-CNN [44], 91.63% in RA-CNN [45], 93.03% in 
DCL [46] and 93.51% in TASN. They also calculated the 
accuracy values separately for 42 subcategories using B-
CNN.  

FGSCR-42 dataset is used in this paper. The presented 
method’s results obtained using this dataset were 
compared with the studies mentioned in the literature. 
Additionally, they were compared with the detailed 
results obtained using B-CNN and the final remarks are 
shared in the experimental results and conclusion 
section. 

 

2. Materials and Methods 
 

In this paper, YOLOv8 architecture and YOLOv9 
architecture, which was newly launched in 2024, were 
used. Ship detections were performed from optical 
satellite images using these CNN architectures. Details of 
these are given in the following subsections. 

 

2.1. YOLO Architecture 
 

YOLO architecture was designed as an architecture 
that processes all image features through the Darknet. 
The created convolutional neural network architecture 
was evaluated with the PASCAL VOC dataset. YOLO 
architecture consists of 24 convolution layers, 4 pooling 
layers and 2 fully connected layers. The YOLO 
architecture basically divides the input image into a grid 
of cells and estimates the probability of an object within 
each cell and its bounding box. Except for the last layer 
where the linear activation function is used, the ReLU 
activation function is used in the YOLO architecture. In 
the YOLO architecture, the Non-Maximum Suppression 
algorithm is used for the accuracy of the confidence score 
in bounding boxes. YOLO architecture is shown in Figure 
2.  

 
Figure 2. YOLO architecture [47] 

 
The YOLO algorithm first divides the input image into 

NxN equal grids. All cells in the divided grids perform the 
task of predicting bounding boxes and predicting the 
class of objects. The YOLO architecture determines 
bounding boxes for each cell created, and bounding box 
can occur as many times as there are objects in the image. 
Basically, every bounding box has 5 parameters. The 
center coordinates of the box are “x” and “y”, the height 
is “h”, the width is “w”, and the confidence score is “c”. In 
the expression Y = [pc, bx, by, bh, bw, c1, c2] specified in 
the figure, the corresponding values of each parameter 
are given. Pc is the confidence score of the bounding box 
and is calculated by the Intersection over union (IoU) 
metric. Bx and by are the x and y coordinates of the center 
of the bounding box. Bh is the height value of the 
bounding box. Bw is the width value of the bounding box. 
Parameters c1 and c2 represent classes. Multiple 
bounding boxes may occur for an object during the 
detection process. IoU is used at this stage. Thanks to the 
determined IoU threshold value, the correct bounding 
boxes are found, and the others are ignored. If the 
number of detections obtained as a result of the IoU 
threshold value is more than one for an object, Non-Max 
suppression is applied at this stage. This process 
prevents the same image from being detected twice and 
the bounding box with the highest accuracy is used. A 
visual of the working principle of the YOLO model is 
given in Figure 3. 
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Figure 3. YOLO model [47] 
 

2.2. YOLOv8 Algorithm 
 

YOLOv8 architecture was developed in 2023. It has 
more accurate and faster detection ability compared to 
older models. It uses EfficientDent and PAN 
architectures. It is a model pre-trained with the COCO 
dataset. In Figure 4, YOLOv8 architecture is shown. 

Figure 4. YOLOv8 architecture [48] 
 

2.3. YOLOv9 Algorithm 
 

YOLOv9 was developed by Chien-Yao Wang and 
colleagues in 2024. It is the newest of YOLO 
architectures. Wang and his colleagues introduced 
innovations to the YOLO architecture to increase 
computational efficiency and reduce information loss. 
This new architecture uses Programmable Gradient 
Information (PGI) and Generalized Efficient Layer 
Aggregation Network (GELAN). In the YOLOv9 
architecture, PGI is used to prevent information loss in 
deep neural networks. In YOLOv9 architecture, GELAN is 
used for optimization. PGI architecture is shown in 
Figure 5.  

 
 
 
 

Figure 5. PGI architecture [49] 
 

GELAN architecture is shown in Figure 6. 
 

Figure 6. GELAN architecture [49] 
 

2.4. Computer Environment 
 

The presented study has been carried out using Tesla 
T4 GPU on the Google Colab platform. Information about 
the hardware used is given in Figure 7. 
 

Figure 7. Computer environment 
 

3. The Proposed Ship Detection Approach 
 

The methods and process steps we used in our paper 
are stated in the new block diagram we created in Figure 
8. We can divide our experimental preparation process 
and experiment into 2 stages.  

In the first stage of our experimental preparation 
process, a literature review and dataset research were 
conducted. Deep learning models and datasets used in 
the literature were examined. To introduce a new 
approach in this field, studies have been carried out on 
deep learning models that have not been used before. 
Currently, the most recently published YOLOv8 and 
YOLOv9 models have become our convolutional neural 
network model preferences. In addition, real-time 
detection with YOLO architectures and the ability to 
detect multiple objects separately in the same image are 
the advantages of YOLO over other architectures in the 
literature. In many datasets in the literature, there is 
more than one ship type in the same photograph. Under 
all these conditions, the most appropriate model was 
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determined to be used in our article. In terms of dataset 
selection, the FGSCR-42 dataset stands out due to the 
high number of photographs and ship types it contains. 
As a result of all evaluations, the FGSCR-42 dataset was 
found suitable to be used in our article. FGSCR-42 dataset 
consists of 10 main and 42 subcategories. Each category 
in the dataset was examined one by one. As a result of the 
review, incorrectly classified photographs were 
detected. Additionally, some of images were found to be 
inadequate in terms of clarity and information. A new 
dataset was created based on the FGSCR-42 dataset.  

There are 8 subheadings under the main heading of 
aircraft carrier in the FGSCR-42 dataset. These 8 
subheadings are gathered under a single heading named 
aircraft carrier. The photographs were examined and 
images that were deemed inaccurate and inadequate for 
education were eliminated. The photographs in the 
aircraft carrier category we have newly created are 
divided into 70% training, 15% testing, 15% validation.  

The cruiser category in the FGSCR-42 dataset consists 
of a single main heading. The photographs were 
examined and images that were deemed inaccurate and 
inadequate for education were eliminated. The photos in 
the cruiser category we newly created are divided into 
70% training, 15% testing, 15% validation.  

In the FGSCR-42 dataset, there are 10 subheadings 
under the destroyer main heading. These 10 sub-
headings are gathered under a single heading under the 
name of destroyer. The photographs were examined and 
images that were deemed inaccurate and inadequate for 
education were eliminated. The photos in the destroyer 
category we newly created are divided into 70% training, 
15% testing, 15% validation.  

Moreover, there are 3 subheadings under the main 
heading of assault ship in the FGSCR-42 dataset. These 3 
sub-headings are gathered under a single heading under 
the name of assault ship. The photographs were 
examined and images that were deemed inaccurate and 
inadequate for education were eliminated. The 
photographs in the newly created assault ship category 
are divided into 70% training, 15% testing, 15% 
validation. There are 4 subheadings under the main 
heading of landing ship in the FGSCR-42 dataset. These 4 
subheadings are gathered under a single heading called a 
landing ship. The photographs were examined and 
images that were deemed inaccurate and inadequate for 
education were eliminated. The photos in the landing 
ship category we newly created are divided into 70% 
training, 15% testing, 15% validation.  

Besides there are 2 subheadings under the main 
heading of transport dock in the FGSCR-42 dataset. These 
2 subheadings are gathered under a single heading called 
transport dock. The photographs were examined and 
images that were deemed inaccurate and inadequate for 
education were eliminated. The photos in the transport 
dock category we newly created are divided into 70% 
training, 15% testing, 15% validation. 

 In addition, there are 3 subheadings under the main 
heading of the support ship in the FGSCR-42 data set. 
Among these 3 subheadings, the medical ship class was 
taken. The photographs were examined and images that 
were deemed inaccurate and inadequate for education 
were eliminated. The photographs in the newly created 

medical ship category are divided into 70% training, 
15% testing, 15% validation. 

 On the other hand, there are 2 subheadings under the 
main heading of the combat ship. These 2 subheadings 
are gathered under a single heading under the name of a 
combat ship. The photographs were examined and 
images that were deemed inaccurate and inadequate for 
education were eliminated. The photos in the newly 
created combat ship category are divided into 70% 
training, 15% testing, 15% validation.  

In the FGSCR-42 dataset, there are 2 subheadings 
under the main heading of frigate. These 2 subheadings 
are gathered under a single heading under the name of 
frigate. The photographs were examined and images that 
were deemed inaccurate and inadequate for education 
were eliminated. The photos in the newly created frigate 
category are divided into 70% training, 15% testing, 15% 
validation. 

 Moreover, there are 7 subheadings under the main 
heading of civil vessels in the FGSCR-42 dataset. 
Container ship, towing vessel and tanker ship classes 
were taken from these 7 subheadings. The photographs 
were examined and images that were deemed inaccurate 
and inadequate for education were eliminated. Three 
new categories have been created: container ships, 
towing vessels, and tanker ships. Within these 3 new 
categories, photographs were divided into 70% training, 
15% testing, 15% validation.  A new dataset consisting of 
7008 photographs and 12 categories was created. The 
categories are Aircraft carrier, cruiser, destroyer, assault 
ship, landing ship, transport dock, medical ship, combat 
ship, frigate, container ship, towing vessel, and tanker 
ship respectively. Each photo in the new dataset was 
tagged using the MakeSenseAI application in accordance 
with the YOLO format. 

 In the second stage, we move on to the experimental 
part. The CNN architectures chosen to evaluate the 
results of the dataset are YOLOv8 and YOLOv9. For the 
YOLOv8 model, YOLOv8n, YOLOv8s, YOLOv8m, YOLOv8l 
models, which are sub-packages of YOLOv8, were used. 
Since YOLOv9 architecture is a newly released 
architecture, not all packages are available at the time of 
the experiment. Therefore, YOLOv9-e and YOLOv9-c 
were used as subpackages in the YOLOv9 architecture. 
The training parameters of the models were chosen the 
same. 35 epoch, 640 image size, 8 workers, 8 batch 
parameters were used and they were trained using Tesla 
T4 GPU in the Google Colab environment. 
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3.1. Dataset Preparation 

 

During the preparation of the paper, all datasets in the 
literature were examined. Considering the small amount 
of data in this field and the difficulty of accessing the data, 
the FGSCR-42 dataset prepared by Di et al [39]. was 
chosen to be used in our paper. In addition to the DSCR, 
which is a remote sensing ship classification dataset they 
had previously prepared, they also added the data they 
received from the datasets used in the literature, NWPU 
VHR-10, DOTA, HRSC2016 and Google Earth, to create a 
42 category. They created FGSCR-42 datasets consisting 
of 9320 photographs, including combat and civilian 
ships. They made the FGSCR-42 dataset they created 
publicly available. Make Sense AI, an open-source 
website, was used to label the data to be used in our 
paper. This site is an object tagging tool. The dataset we 
use in our paper is based on FGSCR-42. This dataset was 
examined and reduced to 12 classes to be used in our 
paper. A total of 7008 photographs were used in our 
paper. Figure 9 shows the classes in the dataset we 
created. 

 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 9. Ship classes in the dataset 
 
 
 
 
 

 

Figure 8. The proposed approach’s block scheme 
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4. Experimental Results  
 

Table 1 shows the results obtained when ship 
detection was performed using different CNN models. 
Apart from the approach we recommend in the table, 
there are 12 models in total.  Among these 12 models, the 
most successful algorithms are TASN with an accuracy 
rate of 93.51% and YOLO-RSSD with a mAP value of 
96.1%.  

VGG19, ResNet-50, DenseNet and ResNext are used in 
image classification, B-CNN, RA-CNN, DCL and TASN are 
used in fine-grained classification, and YOLO is used in 
object detection tasks. While the accuracy performance 
metric is used in image classification algorithms, the mAP 
performance metric is used in YOLO. Accuracy shows the 
ratio of correct predictions to all predictions in 
classification problems.  
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Table 2 shows the mAP values we obtained with the 

YOLOv8 and YOLOv9 models we used in our article. 
When the YOLO architectures used in the article were 
compared, it was seen that the YOLOv8l model achieved 
the best results.  
 

Table 2. Algorithms Comparison Results 

The Proposed 
Model 

mAP50 mAP50-95 

YOLOv8-n 99% 86.1% 
YOLOv8-s 98.9% 87.1% 
YOLOv8-m 99% 87.8% 
YOLOv8-l 98.9% 88.1% 
YOLOv9-c 98.8% 85.9% 
YOLOv9-e 98.9% 87.5% 

 
In Table 3, the accuracy results obtained by Di et al. 

when they performed ship detection using B-CNN on 
FGSCR-42 data are given separately for each class. The 
results we obtained using the YOLOv8l model are given 
separately for each class in Table 3. When Table 3 is 
examined, it is seen that our model has high mAP values 
in all 12 classes. The result graph, which includes train 
loss, validation loss, precision, recall, mAP50, mAP50-95 
graphs, is given in Figure 10. Figure 10 shows that the 
precision and recall metrics of our YOLOv8l model are 
like the mAP50 and mAP50-95 metrics and converge to 
unity, which shows that the models give successful 
results. 

 
The mAP, on the other hand, is used to measure the 

performance of the model in object detection tasks. 
While image classification algorithms predict the class of 
a particular image, YOLO can detect both the class and 
location of the object in the image. Additionally, YOLO 
can detect multiple objects at the same time. When our 
data set is examined, there are photographs containing 
more than one number or type of ship in a single 
photograph. The use of  YOLO was preferred in the article 
due to its suitability for these conditions and real-life 
scenarios. When we compare it with the other model 
results given in Table 1, our model has a better 
performance with a mAP value of 98.9%. 

In the dataset we used in our article, Di et al. 
performed ship detection for all classes separately with 
the B-CNN model. The accuracy value they obtained with 
B-CNN is 89.53%. 

 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 

In addition, it is seen that the training loss graphs of 
the models are like the validation loss graphs and 
converge to zero, which is important for model success. 

 
Table 3. B-CNN and YOLOv8l (The proposed approach) 

Algorithms’ Performance Results 

 Accuracy  
B-CNN Method 
[39] 

mAP- YOLOv8l 
 (The proposed 

approach) 

Aircraft carrier 94.84% 98.9% 

Cruiser 98.84% 97.8% 

Destroyer 92.14% 94.9% 

Assault ship 93.45% 99.4% 

Landing ship 91.88% 99.5% 

Transport dock 98.03% 99.5% 

Medical ship 88.61% 99.5% 

Combat ship 93.6% 99.5% 

Frigate 87.56% 99.5% 

Container ship 91.50% 99.5% 

Towing vessel 61.70% 99.5% 

Tanker ship 96.43% 99.5% 

 
 

 
Table 1. Algorithms Comparison Results 

Model Accuracy Model mAP 

VGG19 [39] 77.36% Improved – YOLOv3 [36] 93.56% 

RESNET-50 [39] 87.24% YOLOv4 [35] 93.55% 

DenseNet [39] 88.69% YOLO-RSSD [37] 96.1% 

ResNext [39] 89.16% YOLOv5 [37] 91.8% 

B-CNN [39] 89.53% YOLOv8l 
(The Proposed approach) 

98.9% 

RA-CNN [39] 91.63%   

DCL [39] 93.03%   

TASN [39] 93.51%   



Turkish Journal of Engineering – 2025, 9(2), 342-353 

 

  349  

 

 
Figure 11 shows the number of correct and incorrect 

identifications according to classes in the confusion 
matrices of our YOLOv8l model. By using this matrix, it is 
possible to find accuracy, precision, recall and f1 score. 

 
 

 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
In the confusion matrix, the rows show the classes 

predicted by the model and the columns show the real 
classes. When the confusion matrix is examined, the 
concentration of predictions on a diagonal line shows the 
goodness of the model performance. It is possible to 
evaluate class-based performance by looking at the 
confusion matrix. 

 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 10. YOLOv8l result graphs 
 

Figure 11. YOLOv8l confusion matrix 
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Using the YOLOv8l model, a study was conducted on 

test data that our model had not seen before in the 
dataset, we created. Figure 12, Figure 13 and Figure 14 
show sample images from the results of the study we 
carried out on the test dataset using our YOLOv8l model. 
The pictures and results in these figures are an example 
of our model success. 

 

Figure 12. YOLOv8l test image 
 
 

Figure 13. YOLOv8l test image 
 
 
 
 
 
 

 

Figure 14. YOLOv8l test image 
 

5. Discussion 
 

In this paper, ship detection from optical satellite 
images was performed using YOLO models. When 
compared to similar projects, it was seen that our 
approach gave better results. A new dataset was created 
based on the FGSCR-42 data set. Misclassification errors 
in this dataset were eliminated. In this case, it 
contributed to the increase in the accuracy rate. In 
addition, since YOLO was developed for real-time object 
detection projects, it is possible to obtain more successful 
results by using YOLO in such projects. Ship detection 
methods from satellite images with CNN may face some 
challenges in real-world conditions, such as changing 
weather conditions and low resolution of satellite 
images. 

 

6. Conclusion  
 

The aim of this paper is to ship detection in optical 
satellite images using the CNN algorithm. A new dataset 
was created based on the FGSCR-42 dataset in this paper. 
A new dataset consists of 7008 photographs and 12 
categories. The categories are Aircraft carrier, cruiser, 
destroyer, assault ship, landing ship, transport dock, 
medical ship, combat ship, frigate, container ship, towing 
vessel, and tanker ship respectively. Experiments have 
been conducted on YOLOv8 and YOLOv9 algorithms and 
packages of these algorithms. The necessary 
optimizations have been made for the YOLOv8 and 
YOLOv9 architectures to work in accordance with our 
dataset. All models were trained and compared with the 
same parameters. The mAP values of the results were 
compared among themselves and with other papers. In 
the experimental results, the highest accuracy rate was 
obtained using the YOLOv8l model. When we use our 
YOLOv8l model, the mAP value is 98.9%. It has been 
observed that we achieved a higher accuracy rate than 
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ship detection studies using CNN algorithms in the 
literature. 
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