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• Customized Turkish Traffic Signs dataset consisting of 78895 images 

• Preprocessing methods have been added to increase the efficiency of the model.  

• The accuracy of the proposed YOLOv8 model is 99.60%. 

• Detection was made in different weather conditions and at different speeds. 
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ABSTRACT: The number of electric vehicles is increasing day by day. The biggest reason for the increase 

in electric vehicles is their autonomous or semi-autonomous use feature. Autonomous or semi-

autonomous driving; It is the movement of the vehicle with the data coming from the sensors, cameras, 

and sensors around the vehicle. The majority of traffic accidents are caused by driver errors. The most 

important of these mistakes is not obeying traffic rules. Autonomous or semi-autonomous driving largely 

prevents driver-related traffic accidents. The biggest problem of autonomous vehicles is the difficulties in 

detecting traffic signs in real-time. The locations, shapes, and scales of traffic signs are very different. 

Traffic signs are difficult to detect in real-world conditions due to their similarity to other objects. The 

study carried out real-time detection of traffic signs. For this purpose, images were taken from the camera 

placed inside the vehicle. A data set was created with these images. The more real environment images 

the data set consists of, the more accurate the real-time detection process increases. In this study, 8931 

traffic sign images were taken from real environments. These images were taken from different locations, 

different lighting levels, and different distances. In addition, the number of data was increased to 78895 

by adding grayscale, adding slope, blurring, adding variability, adding noise, changing image brightness, 

changing colour vividness, changing perspective, resizing, and positioning the images. With this study, 

the data set was adapted to the real environment. The created data set was used in 3 different versions of 

YOLOv5 architecture, YOLOv6, YOLOv7 and YOLOv8 architectures. As a result of the study, the highest 

accuracy was found to be 99.60%, F1-Score was 0.962 and mAP@.5 value was 0.993 in YOLOv8 

architecture. 
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1. INTRODUCTION 

As a result of increasing air and environmental pollution, approximately 90% of the world's 

population breathes polluted air. More than five million people die due to air and environmental pollution 

every year. Our fossil fuel-powered private cars, which are used extensively in our daily lives, also have 

a large share in this pollution. In addition to air pollution, exhaust gas emissions also cause climate change. 

When we look at today's energy consumption, fossil fuels are used as the primary source and to the 

greatest extent. However, the amount of fuel used in transportation and transportation accounts for an 

average of 14% of the greenhouse gases and 23% of the CO2 emissions worldwide [1-3]. 

It is predicted that electric vehicles can help reduce pollution caused by fossil fuel vehicles. However, 

considering that autonomous vehicles will both reduce air pollution and contribute to traffic safety, it has 

also focused on this area. 

The idea of giving vehicles autonomous features dates back to the 1920s. In 1939, as a result of the joint 

research and development activities of General Motors and the American Sarnoff Laboratory, the idea of 

autonomous vehicles was presented to the public for the first time at the New York World's Fair. The 

autonomous vehicle idea exhibited also included a highway system that would assist the vehicle. In 1958, 

testing of this type of vehicle was carried out for the first time, and a self-driving autonomous car was 

tested. Later, much work was done to develop autonomous buses, trucks, super smart vehicle systems, 

and driving video image processing [4]. 

The biggest problem for autonomous vehicles is the detection of traffic signs. Traffic signs must be 
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identified so that vehicles can move or direct their movement. For this, traffic signs must be detected with 

high accuracy in all kinds of environments. Many methods are applied to detect traffic signs and markers. 

These detection structures have many variants with different data structures, training methods, and 

detection functions. One approach uses colour and shape, two important physical characteristics of traffic 

signs. Colour-based detection method uses blue, red, and yellow colours present in traffic signs and 

markers and intensity detection technique. With this method, the image is separated into colour channels. 

The largest area of these separated colour pixels is created to be connected to each other. Intensity 

information is obtained by converting the image into colour space. In shape-based detection, triangles, 

circles, quadrilaterals, and octagons are used as common standard shapes of traffic signs. In shape-based 

detection, detection is made by highlighting these features. For these features, border lines, structures and 

textures, and key points of standard shapes are used. The Hough transform is usually applied to detect 

these features. In its most basic sense, the Hough transform is used to define lines in the image. In recent 

years, significant developments have been experienced in machine learning, and machine learning-based 

detection methods have been developed. Machine learning methods such as AdaBoost, Support Vector 

Machine (SVM), and Neural Networks (NN) are used to detect traffic signs and markers. These methods 

have different training methods and different detection processes. In these detection processes, there are 

many input derivatives with different properties. AdaBoost and Cascade-based detection structures have 

been successful in many object identification problems, such as face recognition, vehicle recognition, and 

license plate identification. This structure has also been successfully applied to detect traffic signs and 

markers [5-8]. 

Ortataş used the Haar cascade algorithm to identify traffic signs and markers. Although there are 

examples of this structure in the literature for face recognition, pedestrian recognition, and license plate 

recognition, there is no application for plate recognition. In this context, firstly, a data set consisting of 

traffic signs and markers was prepared. Then, machine learning was performed on this data set with the 

Haarcascade algorithm. A simulation environment has been prepared to prove the accuracy of this 

learning. With the Vector Zero Roadrunner program, a road with traffic signs, and markers was defined 

on a three-dimensional track. Possible signs that a driver may encounter in traffic flow and which are 

learned with the Haarcascade structure have been placed in the simulation environment. This created 

track was added to the Unreal Engine platform, and an autonomous vehicle with a camera that can use 

this track was defined. Optimization studies were also carried out according to simulation outputs [9]. 

Convolutional Neural Network (CNN)-based detection methods learn features through a 

convolutional network. With the development of deep learning methods, CNN was used to detect traffic 

signs and markers. A CNN classifier is used to identify these objects. Most CNN-based detection networks 

are quite slow to detect objects. Among these networks, You Only Look One (YOLO) has very fast 

performance [10]. YOLO neural network basically starts by extracting a single image from a video. It 

resizes this image extracted in the second step. These images represent entry into the YOLO network. The 

YOLO network consists of layers. There are different structures in each layer. YOLO network takes an 

image as input. Then, it gets the coordinate information by drawing a boundary box. Evaluates the 

probability of there being an object inside the box. Finally, it checks whether the objects in the box belong 

to any class [11]. 

In the study conducted by Shao et al., the Faster R-CNN model was used for traffic sign detection. The 

recognition speed was increased by including Gabor wavelets in the detection process. They especially 

worked on the detection of small targets. For this, it made changes to the layers of the VGG16 architecture. 

It used Chinese and German traffic sign datasets as data sets. In experimental results, it achieved high 

detection, especially on small targets. As a result of the study, a high accuracy of 99.01% was achieved 

with the proposed method [12]. Zhang used YOLOv2 architecture for traffic sign detection. It used the 

Chinese traffic sign dataset as the data set. This data set contains 9176 samples from 25 different 

classifications. It divides the input entry images into grids to detect small traffic signs. As a result of the 

experimental study, it achieved an accuracy rate of 89.7% [13]. In their study, Lui and his colleagues 

worked on detecting small traffic signs. The data set used the Chinese traffic sign data set. As a result of 
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their study, they achieved a 6% increase in performance in detecting small traffic signs [14]. Belghaouti 

and his colleagues used the Ghost-YOLO architecture, a lightweight model, to detect traffic signs. With 

this model, they focused on features for detecting small signals. In the experimental study, it was 

determined that mAP50 was 92.71%. It shows that the number of parameters and calculations of the study 

decreased to 91.4% and 50.29% of the original, respectively [15]. Tabernik and Skocaj used the MASK R-

CNN algorithm in their study. In their studies, they worked on data sets. They have improved the overall 

performance of the datasets. He applied his studies to the detection of 200 traffic sign categories. With the 

proposed approach, they found an error rate below 3%, which is sufficient for distribution in practical 

applications of traffic sign inventory management [16]. Stallkamp and his colleagues used Convolutional 

Neural Networks to recognize traffic signs using CNN. In their study, they used a dataset containing 

images of more than 50,000 German road signs from 43 different classes. As a result of their experimental 

studies, a high classification accuracy of 99.46% was achieved [17]. Kim and Lee used the Consensus 

(RANSAC) algorithm and CNN networks for lane tracking. In their study, they achieved superior 

performance compared to other lane detection algorithms by combining RANSAC with CNN [18]. Qian 

used the CNN method for traffic sign detection to achieve high performance in terms of traffic sign 

detection speed and recognition accuracy. Chinese traffic signs and GTSDB dataset were used in their 

study. They worked on detecting 96 different traffic signs. As a result of their studies, an average accuracy 

rate of 97.56% was obtained [19]. Acros and his colleagues used the comparative analysis method to detect 

traffic signs. They used the German traffic signs dataset as the data set. They worked with different 

architectures. It achieved the highest accuracy of 95.77% in the Resnet V2 architecture, and 95.15% in the 

Resnet 101 architecture. The difficulties in detecting small traffic signs were noted in their models and it 

was determined that MobileNet-based models were suitable for mobile and embedded devices [20]. 

Hussian used Fast Branch architecture from CNN models to recognize traffic signs. They achieved a high 

accuracy rate of 98.52% in their study [21]. 

When the literature studies are examined, most of them use ready-made data sets. Experimental 

studies give good results in studies using ready-made data sets. When experimental results are applied in 

real life, traffic signs are either not detected or detected very little. The biggest reason for this is that in real 

life, traffic signs are located in different locations, at different lighting levels and the surrounding objects 

make it difficult to detect the event. In the study, photographs of real traffic signs were taken with the 

camera placed in the vehicle. This was done from different positions, different distances, different lighting 

conditions, and levels to ensure adaptation to the real environment. The resulting data set was used in 3 

different algorithms in the YOLO5 architecture. As a result of the study, the highest accuracy was 98.80% 

in the YOLOV5 architecture, F1-Score was 0.950, and mAP@.5 value was 0.981.  

2. MATERIAL AND METHODS 

Real-time detection of traffic lights with the YOLO algorithm was carried out in three steps. In the first 

step, sub-processes related to the preparation of the data set were carried out. These transactions; include 

data preparation, pre-processing, training data, and test data processes. The second step is to create and 

adjust the convolutional neural network to be used for deep learning. These transactions; Creating a deep 

learning neural network model, adjusting deep learning neural network parameters, and uploading 

training and test data to the system. The last step is to run the system. In this step; training the model, 

retraining the system based on the results, and finally getting the results. Figure 1 shows the general 

working principle of real-time detection of traffic lights with the YOLO algorithm.  

2.1. Data Set 

Traffic signs differ in shape and size. At the same time, the places where traffic signs are placed are 

different. Especially the surroundings of the places where traffic signs are used are very different. For 

these reasons, it is difficult to detect traffic signs. To overcome these difficulties, the photographs that 

make up the data set must be very similar to the real environment. To achieve this, the data set was created 
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from images obtained with a camera placed in the vehicle. In this way, images very close to the real 

environment were obtained. 
 

 
Figure 1. General working principle of real-time detection of traffic lights with the YOLO algorithm. 

 

Some issues were taken into consideration when creating the data set. The first of these is the height 

of traffic signs. Not all traffic signs are equal in height. For this purpose, photographs of traffic signs at 

different heights were taken and added to the data set. Traffic signs are not always on one side of the road. 

For this purpose, photographs of the traffic signs on the right and left of the road were taken. Vehicles 

move at all hours of the day. In this case, traffic signs are encountered at different illumination levels. To 

minimize error, photographs of traffic signs in different lighting conditions and levels were added to the 

data set. Traffic lights do not always approach at the same distance. Especially at traffic lights on winding 

roads, the approach distance can be very short. To prevent this, images of traffic signs were taken from 

different distances and added to the data set. Figure 2 shows 9 different examples that make up the data 

set. 
 

    

   

   
Figure 2. Some sample photos from the dataset 

 

The weather is not always nice. Sometimes there is wind, rain and snow. In the study, photographs of 
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traffic signs taken in different weather conditions were added. In this way, the study was adapted to real 

life. Figure 3 shows traffic signs taken in three different weather conditions. 

 

   
Figure 3. Traffic signs taken in three different weather conditions. 

 

25 of them were used in traffic signs in the data set. Table 1 shows the names and sampling numbers 

of the traffic signs used in the data set. 

 

Table 1. The names and sampling numbers of the traffic signs used in the data set are shown. 

Traffic Sign 
Number of 

Samples 
Traffic Sign 

Number of 

Samples 

Traffic Lamp 305 50km/h 400 

Stop 700 60 Km/h 105 

Park 251 70 Km/h 500 

Left Turn Prohibited 378 80 Km/h 435 

Turn Right 450 Main Road 409 

No entry 378 Risk of Ice 201 

Parking Prohibited 402 No Turn Right 178 

Road Closed to Traffic 301 No Turn Left 202 

Forced Direction Forward Left 205 Stop Giving Way 329 

Forward Right Forced Direction 322 No Parking 394 

Red light 708 School Crossing 217 

Green Light 725 Level Crossing with Gate 221 

30 Km/h 215   

 

Many changes to the images that make up the dataset. With these changes, two important features 

were added to the data set. Firstly, the data set must be very large for real-time detection. With these 

operations performed on the data set, the size of the data set was increased. A second important feature 

minimizes errors that may occur from cameras in real-time detection. In real-time detection, cameras do 

not always capture proper images. The distortions that these images will be exposed to make the detection 

process difficult. With this process, the photographs in the data set are introduced to the model in advance. 

Thus, higher efficiency is achieved in real-time detection operations. 

With these changes made from the photographs that make up the data set, the error rate in real-time 

traffic sign detection has been minimized. A camera is placed inside the vehicle for real-time detection. 

The detection process was carried out using the images taken from this camera. Distortions occur in the 

photos taken due to camera and vehicle movement. The changes made to the data set and the errors that 

occurred during the detection process were downloaded. 
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Figure 4 a)Sizing and position change, b)Grayscale, c)Adding slope, d)Blurring, e)Adding variability, f) 

Adding noise, g)Image brightness change, h)Colour vividness change, i)Perspective change. 

 

2.2. YOLO Algorithm 

YOLO architecture was introduced by Joseph Redmon in 2015. YOLO is used for real-time object 

detection. This algorithm detects box-shaped objects in the image with forward propagation. The YOLO 

algorithm operates extremely quickly. It sees the entire image during the training and testing of the data 

set. Thus, it encodes information about classes and their views. YOLO learns generalizable representations 

of objects. Thus, the algorithm performs better when trained and tested on natural images. Figure 5 shows 

the YOLO architecture. 
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Figure 5. YOLO architecture [22]. 

 

2.2.1 YOLOv5 

YOLOv5 is a model in the You Only Look Only (YOLO) family of computer vision models. YOLOv5 

is widely used to detect objects. YOLOv5 comes in four main versions: small (s), medium (m), large (l), 

and extra-large (x), each offering increasingly higher accuracy rates. Each variant also takes a different 

amount of time to train. In the graph, the goal is to create a very performance object detection model (Y-

axis) based on extraction time (X-axis). Preliminary results show that YOLOv5 performs very well 

compared to other state-of-the-art techniques for this purpose. Figure 6 shows the features of four different 

YOLOV5 architectures. 

 
Figure 6. YOLOv5 architecture [23]. 

 

There are four algorithms in the YOLOv5 architecture: YOLOv5x, YOLOv5l, YOLOv5m, and 

YOLOv5s. The highest accuracy rate in these algorithms is realized in the YOLOv5x algorithm. The lowest 

accuracy rate is in the YOLOv5s algorithm. There is a contrast between accuracy rates and detection times. 

In the study conducted, both the high accuracy rate and the detection speed should be very low. 

2.2.2 YOLOv6 

The main goal of YOLOv6 is to provide superior performance, especially in real-time applications, by 

operating at high speed and low latency. The architecture of the model includes various improvements 

and optimizations to achieve better overall accuracy. These improvements include optimized 

convolutional layers for more effective feature extraction, new activation functions for better overall 

performance, and advanced data augmentation techniques. YOLOv6 has also managed to create lighter 

structures by reducing model sizes, thus becoming a system that can run efficiently even on low-power 

hardware. This model is quite successful in detecting objects of different sizes and scenes with various 

levels of complexity. The basis of this success is the large datasets and optimized loss functions used in 
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the training process of the model. With its multi-scale detection capabilities, YOLOv6 can effectively detect 

both small and large objects, and thus can be used in a wide range of applications. For example, it can be 

used effectively in tasks such as pedestrian detection, other vehicles, and traffic signs in autonomous 

vehicles, in recognizing suspicious objects or people in security systems, and in tasks such as shelf tracking 

and inventory management in the retail sector. In addition, thanks to its versions optimized for mobile 

devices, fast and accurate object detection is also possible on portable devices. YOLOv6 is open to 

continuous development and optimization thanks to its open source and wide community support. At the 

same time, it can be adapted to different needs by offering a customizable structure for different datasets 

and application scenarios. The high accuracy, low latency, and optimized performance offered by 

YOLOv6 are important models that make it stand out in today's computer vision applications that require 

speed and accuracy. Figure 7 shows the features of four different YOLOv6 architectures. 

 
Figure 6. YOLOv6 architecture [24]. 

 

2.2.3 YOLOv7 

YOLOv7 has made significant progress in the field of object detection, improving the strengths of 

previous versions while also introducing innovations that increase performance and efficiency. Unlike 

previous versions, YOLOv7 is equipped with optimized architectural changes and new training 

techniques. This provides superior performance in terms of both accuracy and speed. One of the most 

significant improvements of the model is its ability to strike a perfect balance between computational 

efficiency and detection accuracy. This feature makes YOLOv7 ideal for both high-performance servers 

and devices with limited hardware resources. The model uses advanced model scaling strategies that offer 

flexible scalability depending on the hardware. In this way, it can run on different platforms without 

losing quality. In addition, thanks to its improved feature extraction mechanisms and attention modules, 

it can detect objects of different sizes and complexity with high accuracy even in challenging 

environments. One of the most striking features of YOLOv7 is its high performance in real-time 

applications. The fact that it does not compromise on accuracy while maintaining high frame rates 

provides a great advantage, especially in areas where fast and precise object recognition is critical, such as 

autonomous driving. In addition, it can be effectively used in various fields such as security systems, 

robotic applications, and augmented reality. YOLOv7 integrates new techniques for better generalization 

on different datasets, providing consistent performance despite the variability in the input data. The 

flexibility of the model allows it to adapt to a wide range of deployment environments, from cloud-based 

infrastructures to endpoint devices such as mobile devices and embedded systems. The open-source 

nature of YOLOv7 provides a foundation for continuous development and community-supported 

improvements. The model supports advanced training optimizations such as dynamic label assignment 

and adaptive loss functions, resulting in faster training times and higher overall performance. Figure 8 

shows the features of four different YOLOv7 architectures. 
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Figure 8. YOLOv7 architecture [25]. 

 

2.2.4 YOLOv8 

YOLOv8 presents a lighter and more powerful structure thanks to the radical changes made in terms 

of architecture and advanced training techniques. YOLOv8 draws attention with the new layer 

arrangements and parameter optimizations developed to increase the efficiency of the model. These 

improvements allow faster and more accurate results to be obtained, while providing high performance 

even on low-power devices. The model's attention mechanisms and advanced feature extraction layers 

help it detect objects of different sizes and difficulty levels more precisely. In this way, YOLOv8 can detect 

and classify a large number of objects with high accuracy even in complex scenes. Another important 

innovation is the versatility of YOLOv8. The model is designed to be used in different computer vision 

tasks, such as not only object detection but also image segmentation and pose estimation. This makes it 

usable in a wide range of applications, from autonomous driving to security systems, from the healthcare 

sector to robotics. YOLOv8's improved training processes are supported by techniques such as dynamic 

label assignment and adaptive loss functions. This enabled the model to reach higher accuracy rates in a 

shorter time. YOLOv8’s modular structure and flexible architecture allow users to customize it according 

to their own datasets and specific needs. YOLOv8’s comprehensive documentation and user-friendly 

interface provide an easy integration process for both beginners and advanced users. The model’s high 

accuracy, low latency, and optimized computational efficiency make it one of the most advanced solutions 

in object detection and computer vision. Figure 9 shows the features of four different YOLOv8 

architectures. 
 

 
Figure 9. YOLOv8 architecture [26]. 
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3. RESULTS AND DISCUSSION 

In the study, traffic signs were detected in real time. For this purpose, a camera is placed inside the 

vehicle. Detection is carried out using images taken from the in-car camera. Figure 10 shows the working 

algorithm prepared for the operation of the system. 
 

 
Figure 10. Operating algorithm of the system 

 

The study was used in YOLOv5x, YOLOv6, YOLOv7, and YOLOv8 models. The same data set was 

used in each architecture. In this way, errors that may occur due to the data set are minimized. In the 

YOLOv5x model, the confusion matrix achieved a success rate of 97.20%. In the study, F1-Score was 0.98. 

Figure 11 shows the results after training on the YOLOv5x architecture. 
 

 
Figure 11. Results after training on YOLOv5x architecture. 
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The YOLOv6 model has a less complex structure. In the YOLOv6 model, the confusion matrix 

achieved a success rate of 99.1%. In the study, F1-Score was 0.95. Figure 12 shows the results after training 

on the YOLOv6 architecture.  

 

 
Figure 12. Results after training on YOLOv6 architecture. 

 

In the YOLOv7 model, the confusion matrix achieved a success rate of 99.50%. In the study, F1-Score 

was 0.99. Figure 13 shows the results after training on the YOLOv7 architecture. 

 

 
Figure 13. Results after training on YOLOv7 architecture. 

 

In the YOLOv8 model, the confusion matrix achieved a success rate of 99.60%. In the study, F1-Score 
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was 0.99. Figure 14 shows the results after training on the YOLOv8 architecture. 
 

 
Figure 14. Results after training on YOLOv8 architecture. 

 

In the study, 25 traffic signs were identified. For this, YOLOv5m, YOLOv5s, YOLOv5x, YOLOv6, 

YOLOv7, and YOLOv8 architectures were used. The internal structure of each architecture is different. 

For this reason, different results occur. Table 2 shows the average values of the YOLOv5m, YOLOv5s, 

YOLOv5x, YOLOv6, YOLOv7, and YOLOv8 models. 
 

Table 2. Average values of YOLOv5m, YOLOv5s and YOLOv5x models shown. 

Architectural Name Precision Recall mAP50 

YOLOv5m 0.985 0.926 0.974 

YOLOv5s 0.988 0.945 0.981 

YOLOv5x 0.994 0.939 0.969 

YOLOv6 0.991 0.951 0.985 

YOLOv7 0.995 0.955 0.991 

YOLOv8 0.996 0.962 0.993 
 

When the training results of YOLOv5m, YOLOv5s, YOLOv5x, YOLOv6, YOLOv7 and YOLOv8 

models are examined, the model with the highest accuracy rate is the YOLOv8 model. The model with the 

lowest accuracy rate is the YOLOv5m model with 98.50%. When the mAP50 results of the models are 

examined, the highest YOLOv8 model is calculated as 0.993 and the lowest YOLOv5x model is calculated 

as 0.969. 

In real-time traffic sign detection, the selection is not made only based on the highest accuracy rate. 

The frames per second (FPS) of the architecture to be selected, the weight file size of the architecture, 

training, and detection time were taken into consideration. It was chosen among six different architectures, 

taking into account the results of YOLO. YOLOv8's architecture showed better performance in real-time 

traffic sign detection. 

Raspberry Pi4B 4GB and Raspberry Pi4B 8GB models were used in the study. In the study, different 

sizes such as 1024 × 1024, 800 × 600, 600 × 360, 416 × 416 and 320 × 320 were used. The best performance 

was at 320 × 320. In the study conducted with Raspberry Pi4B 4GB and photo size 320 × 320, a speed of 0.6 

FPS was achieved. In the study conducted with Raspberry Pi4B 8GB and photo size 320 × 320, a speed of 



232  A. KARAKAN 

 

2,5 FPS was achieved. 

Real-time traffic sign detection was tested at 4 different speeds. Testing was carried out at speeds of 

30 km/h, 40 km/h, 50 km/h and 60 km/h, taking into account the city speed limits. Table 3 shows the 

number of traffic signs and signals and different speed limits read by the model from a moving vehicle 

during the testing process. 
 

Table 3. The rate of detecting traffic signs of the system at different speed 

 60 km/h 50 km/h 40 km/h 30 km/h 

Traffic Sign Sign Read Sign Sign Read Sign Sign Read Sign Sign Read Sign 

Stop 60 51 60 53 60 54 60 55 

Green Light 57 50 57 51 57 53 57 53 

Red Light 50 45 50 45 50 46 50 47 

Crosswalk 35 31 35 31 35 33 35 33 

Turn Right 33 29 33 30 33 30 33 31 

Total Sign  235 206 235 210 235 216 235 219 

Total Rate % 87.65 % 89.36 % 91.91 % 93.19 
 

An accuracy of 87.65% was achieved in real-time traffic sign detection at a vehicle speed of 60 km/h. 

The second highest accuracy was achieved at a speed of 50 km/h with 89.36% and then at a speed of 40 

km/h with an accuracy rate of 91.91%. The best result was achieved with an accuracy rate of 93.19% at a 

speed of 30 km/h. The main reasons for this are due to the processing speeds of the camera and graphics 

card used. 

When we look at the literature studies, many studies have been done on traffic signs. Ready-made 

data sets were used in most of their studies. High accuracy rates were achieved in these studies. However, 

in real-time detection applications, traffic signs were detected at a very low rate or not at all. Table 4 shows 

literature studies. 
 

Table 4. Literature studies. 

Authors Data Set Architectural Precision 

Zhu et al. [27] Custom  YOLOv5  0.97  

Wan et al. [28] GTSDB  TSYOLO  0.83  

Lu et al. [29] Custom  YOLOV5  0.88  

Yi et al. [30] TT100K  YOLOv4  0.92  

Jiang et al. [31] TT100K  YOLOv5  0.87  

Aggar et al. [32] IQTSDB  YOLOv5  0.90  

Çınarel et al. [33]  GTDRB YOLOv5 0.99  

Azimjanov et al. [34] own data set YOLO 0.95 

Rodriguez et al. [35] own data set YOLOv3 0.95 

Ren et al. [36] TT100K YOLOv7 0.92 

Hsieh et al. [37] OCR YOLOv7 0.97 

Kuppusamy et al. [38] GTSRB YOLOv7 0,98 

Yu et al. [39] KITTI YOLOv7-Tiny 0.96 

Zhao et al. [40] TT100K YOLO-MAM 0.84 

Ji et al. [41] TT100K YOLOv8 0.98 

Zhang et al. [42] TT100K TST-DETR 0.99 

Yaamini et al. [43] own data set YOLOv8 0.90 

Han et al. [44] GTSRB EDN-YOLO 0.93 

Mercoldo et al. [45] own data set YOLO 0.97 

Sun et al. [46] TT100K ERF-YOLO 0.84 
 

The majority of literature studies have been conducted experimentally. It has not been implemented 
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in a real environment. The study was carried out both experimentally and practically. A very high level 

of accuracy has been achieved in experimental studies. Such high accuracy has not been achieved in real 

applications. Detection studies were carried out at different speeds in real applications. Thus, the accuracy 

rates of the study at different speeds were compared. Accuracy rates were high at low speeds. As speed 

increased, accuracy rates decreased. There are two important reasons for this. Firstly; The frame per 

second rate (FPS) of the work is not high enough. The higher the FPS speed, the higher the detection rate 

of traffic signs at high speeds. Since the FPS rate is sufficient at low speeds, the detection rate has increased 

to high levels. The second important reason is the speed of the computer used. Raspberry Pi4B 8GB was 

used in the study. Increasing the graphics card and processor speed of the computer used will affect the 

accuracy rate in the studies. Figure 11 shows the traffic signs detected in the study. 
 

 

 

 

 

 
Figure 11. Traffic signs identified in the study. 
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4. CONCLUSIONS 

In the study, real-time detection of traffic signs was achieved. A camera is placed inside the vehicle 

for this process. The data set was prepared with images taken from the real environment. Grayscale, tilt, 

blurring, variability, noise, image brightness change, colour vividness change, perspective change, sizing, 

and position change were made on the photographs that make up the data set, to ensure their harmony 

with the real environment. The dataset was used in 3 different versions of the YOLOv5 architecture and 

YOLOv6, YOLOv7 and YOLOv8 architectures. As a result of the study, 99.60% accuracy was achieved in 

the YOLOv8 architecture. The study was implemented in a real environment. For the application, the car 

was detected at speeds of 60, 50, 40, and 30 km/h. An accuracy of 87.65% was achieved in real-time traffic 

sign detection at a vehicle speed of 60 km/h. The second highest accuracy was achieved at a speed of 50 

km/h with 89.36% and then at a speed of 40 km/h with an accuracy rate of 91.91%. The best result was 

achieved with an accuracy rate of 93.19% at a speed of 30 km/h. The main reasons for this are due to the 

processing speeds of the camera and graphics card used. 
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