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1. Introduction 

Ranking of units in the evaluation process is a critical field of study in sectors where performance measures are 
involved. In this context, ranking decision-making units (DMUs) according to their performance is a popular 
subject among researchers in the Data Envelopment Analysis (DEA) field. DEA is commonly defined as a 
performance measurement and ranking tool for homogeneous DMUs that use inputs and produce outputs in a 
production process. The first models of DEA methodology is proposed as CCR and BCC models by Charnes et al. 
(1978) and Banker et al. (1983), respectively. The CCR model operates under the Constant Returns to Scale (CRS) 
technology, meaning that the proportion of increase in output is equal to the proportion of increase in input. CCR 
is generally used for benchmarking and classifying DMUs. Classical approaches, such as cross-efficiency 
evaluation, are commonly used to rank DMUs. The cross-efficiency method relies on a matrix of weights obtained 
during the efficiency score calculation process of all DMUs (Sexton et al., 1986). In addition to these classical 
approaches, some studies related to the ranking of units have employed multivariate statistical methods (Zhu, 
1999; Premachandra, 2001; Azadeh et al., 2007; Kuosmanen and Johnson, 2010; Golçalves et al., 2013; Ünsal and 
Örkcü, 2017; Ünsal and Nazman, 2020), common weight sets in DEA (Jahanshahloo, 2005; Liu and Peng, 2008; 
Ramón et al., 2012; Saati et al., 2012; Davoodi A., Rezai H.Z., 2012; Afsharian and Ahn, 2017; Bouzidis and 
Karagiannis, 2022), and weight restrictions, decomposition, and determination techniques (Thompson et al., 1986; 
Allen et al., 1997; Podinovski, 1999; Bal et al., 2007; Bal et al., 2008; Wang et al., 2009; Lam, 2010; Mecit and 
Alp, 2012; Mecit and Alp, 2013; Örkcü et al., 2015; Ünsal and Örkcü, 2016; Michali et al., 2021). 
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Ranking of decision making units (DMUs) is an important issue in a 
production process. Therefore, it is one of the most frequently studied 
subjects in the theory and practice studies in Data Envelopment 
Analysis literature. Recently, machine learning-based methods have 
also been used for crucial problems in literature such as ranking of 
DMUs and determining the efficient frontier. This study proposes a 
new hybrid approach to rank DMUs. This approach is based on the 
Support Vector Machines, which is a machine learning method, and the 
Ideal DMU, which has an important place in the DEA literature. The 
theoretical details of this method are explained, and the performance of 
the model is demonstrated through application and simulation studies. 
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Recently, methods based on machine learning (ML) have become popular for efficiency frontier estimation in the 
evaluation process (Esteve et al., 2020; Esteve et al., 2022; Tsionas, 2022). Support vector machines (SVM) and 
support vector regression (SVR) are among the ML methods commonly integrated into the performance 
measurement process with DEA. Yeh et al. (2010) proposed a novel model that integrates rough set theory (RST) 
with SVM as a tool for evaluating input/output efficiency. Kao et al. (2013) used a hybrid approach combining 
DEA and SVM to estimate efficiency in web security. Rezaie et al. (2013) integrated SVM and DEA in the 
calculation of efficiency scores. Saradhi and Girish (2015) investigated the parameter tuning issue for SVM with 
the help of DEA. Yang and Dimitrov (2017) applied DEA and SVM to financial data. Wanke and Barros (2017) 
assessed airport efficiencies using a two-stage DEA-SVM approach. Fallahpour et al. (2018) predicted efficiency 
scores of units in the evaluation process by using an intelligence-based model that combines SVM and DEA. 
Zhang and Wang (2019) proposed an efficiency measurement model combining SVM with DEA using time series 
data. Valero-Carreras et al. (2021) used support vector regression (SVR), a specific model within the SVM family, 
to estimate the efficiency frontier and introduced the Support Vector Frontier (SVF) approach. They further 
investigated the extension of SVFs as multi-output Support Vector Frontiers (Valero-Carreras et al., 2022). Zhu et 
al. (2022) compared four ML-based algorithms, including SVM-DEA and improved SVM-DEA approaches, in 
the efficiency measurement process of manufacturing companies in China. Zhao et al. (2022) developed a super-
efficient DEA-SVM (SE-DEA-SVM) method. Petridis et al. (2022) used an SVM-based model to classify mergers 
and acquisitions (M&A) using financial data, including negative data. Guerrero et al. (2022) introduced the DEA-
machine learning approach (DEAM), which is based on SVR and the Structural Risk Minimization (SRM) 
principle As seen in the literature, particularly in the last 10 years, SVM and SVR-based methods have been 
applied to subjects related to DEA, such as the estimation of efficiency and ranking of units.  

This study proposes an alternative approach for ranking DMUs based on SVM and an ideal DMU. The method, 
which was developed by assigning weights to the variables in the SVM classification process and introducing new 
variables defined as ratios of outputs to inputs, is examined in detail. The aim is to rank DMUs using an approach 
that has not been suggested in the literature, thereby proposing an alternative and innovative method for the 
machine learning-based ranking of DMUs, a subject recently studied in the literature. The rest of the paper is 
structured as follows: Section 2 provides information about Support Vector Machines (SVM) and the ideal DMU, 
and introduces the proposed ranking method, including its algorithm and a numerical example. Section 3 presents 
simulation studies to demonstrate the general performance of the proposed method in terms of rankings based on 
cross-efficiency evaluation. A real-world data application related to this study is discussed in Section 4. Finally, 
Section 5 concludes the study. 

2. Methodology 
This section discusses the proposed approach for ranking DMUs in the evaluation process. Although the 
methodology to be proposed in this study is mainly based on the Support Vector Machine method, it also includes 
adding an ideal DMU, using newly defined proportional variables, and multiplying the weights and variable values 
and score calculation processes. For this reason, the methodology section is divided into sub-sections in order to 
present the explanation clearly. 

2.1. Support Vector Machines 

Support Vector Machines (SVM) one of the traditional machine learning methods is firstly proposed by Cortes 
and Vapnik (1995). SVM is one of a machine learning methods which is used for the classification of the units in 
the analysis. SVM is mathematically complex and computationally expensive although it can still assist with huge 
data classification issues. Instead of a regression model and an algorithm, SVM offers a classification learning 
model. It manipulates the straightforward mathematical equation 𝑦 =  𝑤𝑥 + 𝑏 to enable the linear domain 
division. If the classes in the original domain can be separated linearly (e.g., along a straight line or hyperplane), 
the model is referred to as a linear SVM model. Otherwise, it is named a nonlinear SVM model. In this study, only 
the linear SVM model is included as the frontier of DEA is linear. 
In the SVM, a straight-line equation is derived as  𝑤𝑥ᇱ + 𝑏 =  0. This parameterized straight line, when applied 
to a data domain, creates two subdomains, which we may refer to as left subdomain and right subdomain (as we 
do in decision tree-based models), as 𝐷ଵ and,𝐷ଶ and, which we defined as  𝐷ଵ = 𝑥: 𝑤𝑥ᇱ + 𝑏 ≤ 0 and 𝐷ଶ =
𝑥: 𝑤𝑥ᇱ + 𝑏 > 0. Labels 1 for subdivision 𝐷ଵ and -1 for subdivision 𝐷ଶ can be used to designate the points lying 
inside these subdivisions. Consequently, the SVM's parametrization goal can be described as follows 𝑤𝑥ᇱ + 𝑏 ≤
0 , 𝑥 ∈ 𝐷ଵ and 𝑤𝑥ᇱ + 𝑏 > 0, 𝑥 ∈ 𝐷ଶ. Furthermore,  Figure 1 shows the 𝐷ଵand 𝐷ଶ hyperplanes. (𝑤𝑥ᇱ + 𝑏 = 1) 
vector is the positive hyperplane, (𝑤𝑥ᇱ + 𝑏 = −1) is the negative hyperplane and (𝑤𝑥ᇱ + 𝑏 = 0) vector is the 
optimal hyperplane (Pecha and Horak, 2018; Ramasubramanian and Singh, 2019). 
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Figure 1. SVM Clustering Graph (Pecha and Horak, 2018) 
 

To help in describing boundaries between the clusters, two straight lines (or hyperplanes) were created in the 
parametrization goals. It is aimed to search for parameter values that are the optimum values of the objective 
function that maximizes the distance between straight lines. The distance between straight lines is also called a 
margin. The standard distance equation between two parallel lines 𝑦 = 𝑚𝑥 + 𝑏ଵ and 𝑦 = 𝑚𝑥 + 𝑏ଶ can merely be 
used because these lines are parallel to each other (Boser et al., 1992; Hearts et al., 1998; Franc and Hlavac, 2002; 
Huang et al., 2011; Suthaharan, 2016).  

𝑑 =
(𝑏ଶ − 𝑏ଵ)

√𝑚ଶ + 1
  

 
where the slopes of the straight lines are,𝑚 =  𝑤 and their intercepts are 𝑏ଵ = 𝛾 + 1 and 𝑏ଶ = 𝛾 − 1. As this 
distance formula will be the measure for the optimization problem, we can establish the following by substituting 
these variables without loss of generality. 

𝑑 =
∓2

√𝑤𝑤′
=

∓2

‖𝑤‖ଶ
 

 
To maximize the margin (the distance between the lines), it is necessary to simplify the equation. Therefore, by 
squaring both sides of the equation, and then dividing both sides of the equation by the value of 2, a simple 
mathematical relationship can be obtained.  

𝑑ଶ

2
=

1

‖𝑤‖ଶ

2

 

 
The same goal is achieved by minimizing the denominator instead of maximizing the distance. Furthermore, the 
error function can be defined for the prediction error between 𝑥 ∈  𝐷 and 𝑦: 𝑒 =  1 − 𝑦(𝑤𝑥′ + 𝛾). By combining 
the aim and constraint, the following optimization problem can be created for the two-class SVM (Boser et al., 
1992; Hearts et al., 1998; Franc and Hlavac, 2002; Huang et al., 2011; Suthaharan, 2016) : 

𝑚𝑖𝑛 
‖𝑤‖ଶ

2
 

Subject to : 𝑒 ≤ 0 𝑜𝑟 𝑦(𝑤𝑥ᇱ + 𝛾) ≥ 1 
 

2.2. Ideal and Anti-Ideal DMU 

The production process is based on producing different amounts of output using different amounts of input. In this 
production process, the values of inputs and outputs of 𝐷𝑀𝑈(𝑗 = 1, … , 𝑛) are 𝑥(𝑖 = 1, … , 𝑚) and,𝑦(𝑟 =

1, … , 𝑠) during evaluated of each DMU with m inputs and s outputs.   If a virtual DMU uses the fewest inputs 
while producing the greatest amount of outputs, it is considered to be an ideal DMU (IDMU). A virtual DMU is 
considered be an anti-ideal DMU (ADMU) if it uses the most inputs to generate the fewest outputs. The inputs of 
IDMU can be determined as 𝑥

 = min


𝑥 , 𝑖 = 1, … , 𝑛 while the outputs of IDMU can be determined as 𝑦
௫ =

(1) 

(2) 

(3) 

(4) 
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max


𝑦 , 𝑟 = 1, … , 𝑠. Additionally, the inputs of ADMU can be determined as 𝑥
௫ = max


𝑥 , 𝑖 = 1, … , 𝑛 

whereas the outputs of ADMU can be determined 𝑦
 = min


𝑦 , 𝑟 = 1, … , 𝑠 (Jahanshahloo et al., 2010; Wang 

et al., 2011; Lozano et al., 2020). 

2.3. Ranking DMUs Using a Support Vector Machine & Ideal DMU 

In this sub-section, SVM method and ideal DMU (IDMU) approach are linked in order to rank DMUs in the 
evaluation process. The process will be discussed by giving an algorithm and solving a basic example to indicate 
the details of the proposed method.  
 
The steps of the proposed method can be defined as follows: 
Step 1. Define an IDMU and add it into original dataset. 
Step 2. Calculate new variables as output/input ratios.  
Step 3. Define two classes such that one class consists of the original units and the other class has just IDMU. 
Step 4. Run SVM to obtain weights for each variable based on output/input ratio. 
Step 5. Use the absolute values of the weights are to focus on the impact of weights and multiply these absolute 
weights by the variable values of each unit to calculate a score value for each unit. 
Step 6. Rank DMUs were performed according to the calculated score values. 
 
To illustrate a simple numerical application, suppose there is a production process with 9 DMUs, 1 input (x), and 
2 outputs (y1, y2), as shown in Table 1. Zhu (1999) defined output/input ratios by using output variables as 
numerators and input variables as denominators in fractional structures. If m is the number of inputs and s is the 
number of outputs, m×s new rational variables can be defined, such as y1/x and y2/x. At this point, following the 
steps, an IDMU can be added to the analysis in addition to the 9 original DMUs, as seen in the last row of Table 
1. In the "Class" column of Table 1, the DMUs are divided into 2 groups: 0 and 1. Then, the classification-based 
method SVM is applied to these 10 units to calculate the weights for each variable. 
 

Table 1. Numerical illustration of the proposed method 
 

DMU x y1 y2 y1/x y2/x Class 

1 11 25 35 2.2727 3.1818 0 

2 8 15 32 1.875 4 0 

3 16 38 42 2.375 2.625 0 

4 21 35 45 1.6667 2.1428 0 

5 5 10 14 2 2.8 0 

6 4 8 10 2 2.5 0 

7 25 40 38 1.6 1.52 0 

8 20 25 48 1.25 2.4 0 

9 6 11 15 1.8333 2.5 0 

Ideal DMU 4 40 48 10 12 1 
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Figure 2. SVM margins for original DMUs and Ideal DMU 

 
As shown in Figure 2, the SVM line passes through a straight line between red coloured original DMUs and green 
coloured IDMU. Since the margin length will be maximum due to the nature of SVM, the original DMUs and the 
IDMU are separated as much as possible. This is an advantage of our proposed method. As a result, a line-oriented 
weights that separates the IDMU and the original DMUs are obtained. Podinovski (1999), Gonçalves et al. (2013), 
Ünsal and Örkcü (2016) emphasize that it is possible and important to use absolute values in the variable weighting 
process. DEA models also have a restriction that the weight must be greater than zero. Thus, the scores of the 
original units are obtained by multiplication of absolute weights and new variables. The results of the proposed 
method can be seen in the last two columns of Table 2.   
 

Table 2. Scores and Rankings of the Original DMUs for different methods 
 

DMU 
CCR  Cross Efficiency 

The Proposed 
Approach 

Scores Rank Scores Rank Scores Rank 
1 0.6562 3 0.9677 1 1.8479 2 
2 1.0000 1 0.9051 3 1.9564 1 
3 0.5181 8 0.9569 2 1.7113 3 
4 0.6027 6 0.6949 7 1.2954 7 
5 0.6562 4 0.8516 4 1.6262 4 
6 0.5859 7 0.8283 5 1.5320 5 
7 0.4453 9 0.6254 8 1.0749 9 
8 0.9000 2 0.5827 9 1.2205 8 
9 0.6392 5 0.7754 6 1.4698 6 

 

3. Simulation Studies 

The simulation study is conducted for different combinations of N (number of original DMUs), m (number of 
inputs) and s (number of outputs) sets. For each combination set, thousand trials are done, a spearman rank 
correlation coefficient between rankings of the cross efficiency which is an alternative method to rank DMUs as 
mentioned in Section 1 and the proposed method is obtained in each run and the average Spearman rank correlation 
value is obtained for each N, m, and s combination set. Furthermore, the data production process is managed 
according to the production function and methodology in Giraleas et al. (2012). The values obtained from the 
simulation study can be seen in Table 3 and Figure 3. 
 

Table 3. Spearman correlations between cross efficiency and the proposed method 
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N m s Spearman Corr. N m s Spearman Corr. 

10 

1 2 

0.9796 10 

2 1 

0.8256 

20 0.9859 20 0.8647 

30 0.9872 30 0.8790 

40 0.9895 40 0.8816 

50 0.9905 50 0.8891 

60 0.9905 60 0.8873 

70 0.9919 70 0.8898 

80 0.9924 80 0.8912 

90 0.9927 90 0.8925 

100 0.9930 100 0.8876 

N m s Spearman Corr. N m s Spearman Corr. 

10 

2 2 

0.8085 10 

2 3 

0.7997 

20 0.8517 20 0.8497 

30 0.8649 30 0.8548 

40 0.8720 40 0.8652 

50 0.8784 50 0.8644 

60 0.8791 60 0.8721 

70 0.8811 70 0.8722 

80 0.8819 80 0.8717 

90 0.8803 90 0.8753 

100 0.8837 100 0.8763 

N m s Spearman Corr. N m s Spearman Corr. 

10 

3 2 

0.7043 10 

3 3 

0.6500 

20 0.7817 20 0.7303 

30 0.8025 30 0.7629 

40 0.8150 40 0.7779 

50 0.8259 50 0.7919 

60 0.8323 60 0.7930 

70 0.8363 70 0.7965 

80 0.8403 80 0.8025 

90 0.8418 90 0.8091 

100 0.8459 100 0.8093 
Note: The correlations are significant for α=0.05 
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Figure 3. Radar Graph for Spearman correlations 
 

As shown in Table 3 and Figure 3, in each combination set, rankings of the cross efficiency and the proposed 
method give high, positive and statistically significant correlations. As the number of units increases, the 
correlation between the cross efficiency and the proposed method increases in all combination sets. According to 
the simulation results, it can be generalized that the proposed method can be suggested as an alternative ranking 
method for decision-making units in the evaluation process. 

4. A Real World Data Application 

In this section, a real world data application study based on 21 national airports in Turkey is discussed to investigate 
an additional numerical example and compare the methods in this study. There are two inputs as x1: terminal 
domain (m2), x2: expenses (1000 Turkish Liras) and two outputs as y1: income (1000 Turkish Liras), y2: plain 
traffic: in the application. The data belongs to 2009 and is obtained from official website of General Directorate 
of State Airports Authority of Turkey. The calculated scores and rankings of the methods can be seen in Table 4. 
 
Spearman rank correlation coefficients are calculated to see the relationship in the rankings of the methods. 
Accordingly, it is observed from Table 5 that there is a statistically significant, positive, and linear relationship 
between the rankings of the methods. It can also be seen that the highest correlation coefficient is calculated 
between the proposed method and the cross efficiency. 
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Table 4. Application data and Scores and Rankings of the methods 

 
 

Table 5. Spearman Correlations between the methods 

 CCR- Cross CCR-Proposed Cross-Proposed 

Spearman Correlations 0,9711 0,9659 0,9831 
       Note: The correlations are significant for α=0.05 

5. Conclusion 

The ranking of units in the evaluation process is a critical area of study in sectors where performance measures 
play a significant role. Consequently, it is one of the most frequently studied topics in both theoretical and applied 
research within the DEA literature. Recently, methods based on machine learning have gained popularity for 
efficiency frontier estimation in the evaluation process. This study introduces an alternative approach for ranking 
DMUs, utilizing SVM and an IDMU. The rankings derived from cross-efficiency and the proposed method exhibit 
high, positive, and statistically significant correlations. Moreover, as the number of units increases, the correlation 
between cross-efficiency and the proposed method improves across all combination sets in both simulation and 
application studies. These findings demonstrate that the proposed method can serve as a viable alternative ranking 
approach based on machine learning techniques in the existing literature. The alternative ranking method presented 
in this paper can be applied to various sectors (e.g., energy, education, healthcare) where DEA is used. The 
limitations of the study include the consideration of simulation studies for inputs and outputs with a specific 
structure. The possibility of expanding these simulation studies can be explored by repeating the variable data 
production process using different distribution structures and value ranges. Furthermore, the application study can 
be extended to real-world datasets containing a greater or smaller number of DMUs. 
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