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Abstract—As technology rapidly advances, deep learning 

applications, a subset of machine learning, are becoming 

increasingly relevant in various aspects of our lives. Essential daily 

applications like license plate recognition and optical character 

recognition are now commonplace. Alongside current 

technological progress, the development of future-integrated 

technologies such as suspicious situation detection from security 

cameras and autonomous vehicles is also accelerating. The success 

and accuracy of these technologies have reached impressive levels. 

This study focuses on the early and accurate detection of forest 

fires before they cause severe damage. Using primarily forest fire 

images from datasets obtained from Kaggle, various deep learning 

algorithms were trained via transfer learning using MATLAB. 

This approach allowed for comparing different deep learning 

algorithms based on their efficiency and accuracy in detecting 

forest fires. High success rates, generally exceeding 90%, were 

achieved. 

 

Index Terms—Fire Detection, Image Processing, Deep 

Learning, Convolutional Neural Networks, Deep Learning 

Algorithms 
 

I. INTRODUCTION 

IRE HAS contributed to human development in many 

areas since its discovery. However, when a fire goes out 

of control, it can cause serious damage, making preventing loss 

of life and property critically important [1]. Early detection and 

intervention can significantly reduce the damage caused by 

fires. Despite the efforts of fire departments, timely intervention 

is sometimes hindered by factors such as traffic, delayed 

notifications, and the fire's location being unsuitable for 

immediate access. This tragic reality has driven researchers to 

develop and improve firefighting systems. 

When it comes to forest fires, time constraints are the most 

significant obstacle, rather than urban factors like traffic or fire 

location. Forest fires spread rapidly and are often the last type 

of fire to be noticed. In our region, the frequent late detection 

and delayed intervention of forest fires are shrinking the green 

areas daily. This reduction in green spaces, combined with 

increased greenhouse gas emissions, accelerates global 

warming, climate change, environmental pollution, drought, 

and other undesirable negative effects, making our country and 

the world increasingly uninhabitable. 

Today, firefighting units actively use computerized fire 

detection systems. Nevertheless, effective intervention remains 

challenging. Considering the physical structure of forest lands 

and the rapid spread of forest fires, early and accurate detection 

is essential for timely intervention and preventing major 

damage. Confirming fire notifications with computer vision and 

artificial intelligence systems can also prevent false alarms, 

providing significant benefits. 

Point-type thermal and smoke sensors are commonly used, 

but they are often located close to the fire zone, making them 

susceptible to malfunction or damage. Advances in computer 

image processing have introduced video and image-based fire 

detection methods, which offer fast response times and wide 

detection areas compared to traditional methods [2]. High 

sensitivity, accurate and early detection, and prompt alarms are 

necessary to reduce fire losses. However, traditional fire 

detection technologies like smoke and heat detectors are 

unsuitable for large areas, complex buildings, or many 

disadvantaged areas. Due to these limitations, missed 

detections, false alarms, and detection delays often occur, 

complicating early fire warnings [3]. 

Recently, visual fire detection has become a popular research 

topic due to its many advantages, such as early detection, high 

accuracy, flexible system installation, and effective detection in 

large areas [4]. Deep learning (DL) algorithms analyze image 

data from cameras to determine the presence of fire or fire risk. 

Therefore, the detection algorithm is the core of this technology 

and directly affects the performance of visual fire detectors. 

The main objective of this study is to compare Deep Learning 

(DL) Algorithms, which are essentially Artificial Neural 

Networks (ANNs), using different datasets, primarily forest fire 

images, to evaluate their performance. This comparison will 

enable the assessment of fire detection accuracy, detection 

speed, and sensitivity of the DL Algorithms used. 

In this study, the structure, function, and working principles 

of Convolutional Neural Networks (CNN) systems were first 
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examined. A detailed literature review was then conducted on 

using these systems in fire recognition systems, investigating 

similar studies. Additionally, the use of datasets in fire 

recognition systems and their application in recognition 

processes were explored, with deep learning algorithms being 

examined in detail. The MATLAB [5] program, which offers 

many conveniences in coding and image processing, was used 

for these processes and algorithms. This program was also 

utilized to compare results, as well as to train and test the 

datasets. The five-fold cross-validation method was applied for 

verification in this study. Specifically, 20% of the dataset was 

used for testing, while the remaining 80% was used for training. 

The rest of the paper is organized as follows: In Section 3, 

DL models used in this study are presented. In Section 4, we 

provided methods used for testing and training parameters of 

the compared algorithms. In Section 4, the results of the 

algorithms used in training are given with the details of the table 

graph and accuracy-time bubble graph. In Section 5, the 

conclusion section, the CNN architectural network with the 

fastest fire detection time and the best accuracy rate sensitivity 

is determined, and comments about the algorithm are given. 

II. LITERATURE REVIEW 

This section discusses DL-based CCN algorithms and 

datasets that will be used for this study 

 

II.I. DL-based CNN algorithms 

The emergence of DL algorithms is the result of the interest and 

concern for AI. . CNNs, one of the deep learning algorithms, 

are used in many areas such as classification [6] and object 

recognition [7]. In this study, 20 DL-based CNNs with different 

features and capabilities, developed to solve different problems, 

were preferred. These Algorithms are AlexNet [8-10], VGG-16 

[11], VGG-19 [12, 13], GoogLeNet [14-18],  Places-365 [19], 

ResNET-18 [20], ResNET-50 [21], ResNET-101 [22], 

ShufleNET [23, 24], MobileNET [25], NASNET-Mobile [26], 

EfficientNET-B0 [27], Inception-v3 [28, 29], DarkNET-19 [30, 

31], DarkNET-53 [32-34], Xception [35], Inception-ResNet 

[36], DenseNET-201 [37, 38],  SqueezeNET [39, 40], and 

NASNet-Large [41, 42]. 

 

II.II. Dataset 

In this study, we used two different datasets obtained from 

Kaggle [43, 44]. The images are in JPG and PNG formats with 

varying sizes. One dataset contains only fire images, 110 of 

which are in JPG format. The other dataset includes images 

categorized as either fire or non-fire, with 755 fire images and 

244 non-fire images in PNG format. The combined dataset is 

summarized in Table 1.  

The data is organized into two folders: the "fire" folder 

contains 865 fire images, some of which include heavy smoke, 

while the "no fire" folder contains 244 images of natural scenes 

(e.g., forest, grass, river, people, foggy forest, lake and animal). 

For comparative analysis of deep learning algorithms in fire 

detection, both fire and non-fire images are needed. To measure 

the accuracy, speed, and sensitivity of fire detection algorithms, 

we utilized the Fire Images and Non-Fire Images datasets from 

the Fire Dataset, which are publicly available. 

The dataset comprises a total of 1,109 images: 865 fire 

images and 244 non-fire images. In this study, 80% of the 

images (both fire and non-fire) were used for training, while the 

remaining 20% were used as test data. As the dataset size 

increases, the training process for the model also lengthens, 

which is a disadvantage of having a larger and more diverse 

dataset. 

TABLE I. 

FIRE DATASET INFORMATION 

 Percent Dataset Fire Non-Fire Total 

Training Data 80% 
Kaggle 865 244 1109 

Test Data 20% 

 

 

III. METHODOLOGY 

A hybrid dataset was created using the images described in 

Section II.2. The images in this dataset were trained with the 5-

fold cross-validation technique for each algorithm using 

MATLAB. In transfer learning, the fully connected and 

classification layers of a previously trained network were 

adapted to match the number of classes in the new dataset. 

Additionally, since the input dimensions of each network may 

vary, the images in the dataset were resized (preprocessed) to 

be compatible with the respective network. These operations 

were performed for each CNN used in the study. Fig. 1 

illustrates the training of artificial neural networks via transfer 

learning. 

 
Fig. 1. Training ANNs with Transfer Learning 
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It has been observed that the 5-fold cross-validation 

technique used in the classification phase provides better 

performance in ensemble learning classifiers [45]. The cross-

validation technique is a model validation method that tests how 

a statistical analysis will yield a result on an independent data 

set [46]. Its main use is to estimate how accurately a prediction 

system will work in practice. The cross-validation technique 

involves dividing the original data set into training and test sets. 

In this study, the data set was divided into five parts. One of 

these five parts is used for testing, and the other for training. If 

we train once with the training set after dividing and measuring 

its accuracy with the test set, it may not give accurate results. 

Therefore, cross-validation is used as a more robust method. 

We obtain results by training on the other parts, excluding one 

of the divided training sets in each iteration. We find our 

verified training success by averaging these results. The main 

purpose of this process is to obtain a more general performance 

result by eliminating random errors or successes that may occur 

during the random division of the data set into training and test 

sets. 

IV. EVALUATION 

In this section, we present a comparative analysis of the 

twenty models mentioned above on the fire dataset. First, we 

introduce the environmental setup, training parameters, and 

comparison metrics. Then, we discuss the experimental 

results. 

IV.I. Setup 

The computer used in this work has an AMD Ryzen 

Threadripper PRO 3975WX 32 processor, 128 GB RAM, and 

an NVIDIA RTX 3090 GPU. The algorithms are programmed, 

trained, and tested using MatLab programming language. 

 

IV.II. Training Parameters 

All training and testing processes in this thesis were carried 

out using the parameters shown in Table II. 

TABLE II. 

TRAINING PARAMETERS 

Training Options Value 

Solver sgdm 

MaxEpoch 100 

MiniBatch 64 

InitialLearnRate 0.001 

VerboseFrequency 20 

ExecutionEnviroment gpu 

InitialLearnRate 0.001 

LearnRateDropFactor 30 

LearnRateSchedule Piecewise 

 

IV.III. Evaluation Metric 

In this study, some basic evaluation metrics were used to 

compare the success of the CNNs in fire detection. These can 

be explained using confusion matrix expressions. A confusion 

matrix summarizes the number of correctly or incorrectly 

predicted examples made by a classification model [47]. In our 

study, we compared the algorithms using the accuracy metric 

derived from the confusion matrix. 

The calculation relies on a confusion matrix that consists 

of four key components. True Positives (TP) indicate instances 

where the predicted label correctly aligns with the ground truth 

label. True Negatives (TN) occur when an object is present in 

the image but is not labeled in either the ground truth or the 

model's prediction. Conversely, False Positives (FP) refer to 

cases where the predicted label does not exist in the ground 

truth, while False Negatives (FN) represent instances where the 

ground truth label is missed. Accordingly, accuracy can be 

calculated as followed Eq.(1) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

 

IV.IV. Results and Discussion 

In this study, the aim is to compare architectures used for 

the fast and accurate detection and classification of fire images. 

Transfer learning and CNN architectures from deep learning 

tools were utilized to classify fire images. The 5-fold cross-

validation method was employed to train the fire images in the 

dataset used in the thesis. This method aimed to increase 

performance accuracy. Transfer learning was applied using 

various CNN architectures during training. The correct 

prediction rates of the CNN architectures used are given in 

Table III. Additionally, the minimum, maximum and average 

accuracy rates are determined and shown. Upon examining 

these results, it is evident that CNN models provide accuracy 

rates above 95%, with the best-performing model being 

Places365, which achieved 98.92% accuracy. Therefore, 

training with 0 success (numbers 1 and 4) are not included in 

the average success calculation. 

 
TABLE III.  

PERFORMANCE RESULTS OBTAINED AFTER THE TRAINING 

Arch. 

Name 

Train 

Nr. 

Accuracy 

Rate 

Min. 

Accuracy 

Rate 

Max. 

Accuracy 

Rate 

Average 

Accuracy 

Rate 

A
le

x
N

et
 1 0,977 

0,968 1,000 0,980 

2 1,000 

3 0,977 

4 0,968 

5 0,977 

V
G

G
-1

6
 1 0,982 

0,982 1,000 0,988 

2 1,000 

3 0,986 

4 0,982 

5 0,991 

V
G

G
-1

9
 1 0 

0,779 0,986 0,917 

2 0,779 

3 0,986 

4 0 

5 0,986 

G
o
o
g
le

N
et

 1 0,986 

0,986 0,991 0,988 

2 0,991 

3 0,986 

4 0,986 

5 0,991 

P
la

ce
s3

6
5

 1 0,977 

0,977 1,000 0,989 

2 0,991 

3 0,991 

4 0,986 

5 1,000 

R
es

N
et

-1
8

 1 0,973 

0,973 0,991 0,984 

2 0,991 

3 0,982 

4 0,986 

5 0,986 
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R
es

N
et

-5
0

 1 0,964 

0,964 0,995 0,984 

2 0,986 

3 0,995 

4 0,986 

5 0,986 

R
es

N
et

-

1
0
1

 

1 0,968 

0,968 0,991 0,984 

2 0,991 

3 0,991 

4 0,982 

5 0,986 

In
ce

p
ti

o
n

R
es

N
et

V
2
 1 0,968 

0,941 0,982 0,959 

2 0,946 

3 0,955 

4 0,982 

5 0,941 

In
ce

p
ti

o
n

V
3
 

1 0,959 

0,959 0,986 0,974 

2 0,986 

3 0,973 

4 0,977 

5 0,973 

X
ce

p
ti

o
n

 1 0,977 

0,973 0,986 0,980 

2 0,982 

3 0,982 

4 0,986 

5 0,973 

M
o

b
il

eN
et

V
2

 

1 0,955 

0,955 0,995 0,978 

2 0,977 

3 0,982 

4 0,995 

5 0,982 

D
en

se
N

et

2
0

1
 

1 0,964 

0,964 0,991 0,981 

2 0,986 

3 0,977 

4 0,991 

5 0,986 

S
h

u
ff

le
N

et
 1 0,968 

0,968 0,995 0,984 

2 0,986 

3 0,986 

4 0,982 

5 0,995 

D
ar

k
N

et
-

1
9

 

1 0,982 

0,977 1,000 0,986 

2 0,991 

3 0,982 

4 0,977 

5 1,000 

D
ar

k
N

et
-

5
3

 

1 0,977 

0,973 0,991 0,982 

2 0,991 

3 0,982 

4 0,973 

5 0,986 

S
q
u

ee
ze

 

N
et

 

1 0,968 

0,968 0,991 0,980 

2 0,991 

3 0,986 

4 0,973 

5 0,982 

E
ff

ic
ie

n
t 

N
et

b
0

 

1 0,964 

0,964 0,991 0,981 

2 0,991 

3 0,977 

4 0,982 

5 0,991 

N
as

n
et

 

M
o
b
il

e
 

1 0,955 

0,955 0,977 0,964 

2 0,968 

3 0,964 

4 0,977 

5 0,955 

N
as

n
et

 

L
ar

g
e
 

1 0,973 

0,964 0,977 0,971 

2 0,968 

3 0,964 

4 0,973 

5 0,977 

 

 

 

 

 

TABLE IV. 

TRANSFER LEARNING TIME OF CNNS 
Architecture 

Name 

Train 

Nr. 

Train Time 

(sec) 

Min. Train 

Time(sec) 

Max. Train 

Time(sec) 

Average Train 

Time(sec) 

A
le

x
N

et
 1 1491,388 

1197,836 1491,388 1363,152 

2 1304,289 

3 1410,524 

4 1197,836 

5 1411,724 

V
G

G
-1

6
 1 1635,139 

1375,095 1635,139 1552,484 

2 1375,095 

3 1599,697 

4 1565,348 

5 1587,144 

V
G

G
-1

9
 1 102,502 

1505,025 1662,549 1592,657 

2 1610,398 

3 1662,549 

4 56,179 

5 1505,025 

G
o
o
g
le

 

N
e
t 

1 1240,027 

1190,833 1301,264 1247,654 

2 1190,833 

3 1290,660 

4 1301,264 

5 1215,483 

P
la

ce
s3

6
5

 1 1437,911 

1313,062 2013,673 1714,209 

2 2013,673 

3 2001,327 

4 1805,073 

5 1313,062 

R
es

N
et

-1
8

 1 1300,322 

1289,123 1485,557 1354,328 

2 1311,404 

3 1289,123 

4 1485,557 

5 1385,236 

R
es

N
et

-5
0

 1 1645,830 

1623,943 1667,269 1651,649 

2 1661,276 

3 1659,924 

4 1667,269 

5 1623,943 

R
es

N
et

-

1
0

1
 

1 2879,792 

2780,590 2965,620 2868,681 

2 2780,590 

3 2851,332 

4 2866,070 

5 2965,620 

In
ce

p
ti

o
n

R
es

N
et

V
2

 1 6976,200 

5199,917 6976,200 5825,375 

2 5344,980 

3 5199,917 

4 5611,612 

5 5994,166 

In
ce

p
ti

o
n

V
3

 

1 2619,109 

2498,057 2619,109 2539,804 

2 2505,140 

3 2546,038 

4 2498,057 

5 2530,675 

X
ce

p
ti

o
n

 1 2808,732 

2808,732 2899,488 2853,818 

2 2899,379 

3 2899,488 

4 2823,931 

5 2837,557 

M
o
b
il

eN
et

V
2
 

1 1500,697 

1471,133 1910,811 1651,502 

2 1471,133 

3 1910,811 

4 1582,319 

5 1792,549 

D
en

se
N

et

2
0
1

 

1 6037,628 

6037,628 6168,289 6121,425 

2 6093,988 

3 6168,289 

4 6157,341 

5 6149,883 

S
h

u
ff

le
N

et
 1 1517,110 

1336,175 1711,300 1519,916 

2 1472,689 

3 1562,304 

4 1336,175 

5 1711,300 

D
ar

k
N

et

-1
9

 

1 1277,612 

1277,612 1526,030 1426,151 
2 1444,860 

3 1526,030 

4 1379,137 

5 1503,114 
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D
ar

k
N

et
-

5
3

 
1 2492,582 

2433,511 2554,308 2490,212 

2 2486,306 

3 2554,308 

4 2484,351 

5 2433,511 

S
q
u
ee

ze
 

N
et

 

1 1363,345 

1278,258 1564,867 1391,218 

2 1278,258 

3 1445,699 

4 1303,923 

5 1564,867 

E
ff

ic
ie

n
t 

N
et

b
0

 

1 3425,724 

3352,167 3566,620 3440,623 

2 3566,620 

3 3355,723 

4 3502,878 

5 3352,167 

N
as

n
et

 

M
o
b
il

e
 

1 4083,264 

3862,247 4117,353 4039,916 

2 4088,674 

3 4117,353 

4 4048,043 

5 3862,247 

N
as

n
et

 

L
ar

g
e
 

1 64203,660 

50707,532 64203,660 55155,781 

2 53066,790 

3 56133,841 

4 50707,532 

5 51667,084 

 

The transfer learning times of the CNNs on which the 

dataset was trained in this study are shown in Table IV. The 

table provides the minimum, maximum, and average learning 

times of 5 different CNNs in seconds. Although the most 

successful architecture according to the learning time results 

was VGG-19 (987.33 seconds), it was not taken into 

consideration due to the computational problems in VGG-19 

(training numbered 1 and 4). When considering the learning 

times, it is evident that the CNN architecture with the most 

successful average results is GoogLeNet. 

The accuracy-time bubble graph in Figure II allows us to 

comment on the performance rates and learning times of the 

CNN architectures used in the study by presenting both data 

together. This figure is essentially a visual combination of Table 

3 and Table 4. When examining the accuracy-time bubble 

graph, it is evident that the fire detection times and correct 

prediction rates of CNN architecture models such as Place365, 

GoogLeNet, VGG-16, and DarkNet are quite high. Although 

100% accuracy rates were obtained, this can be attributed to the 

ease of the selected dataset pieces. Therefore, the 5-fold cross-

validation results are more significant. 

Another notable point is that the VGG-19 architecture 

showed 0 success in 2 trainings. This can be explained by a 

computational error or a procedural error in the learning of 

VGG-19 for those distributions in the dataset. On the other 

hand, the fact that almost all CNN models (except VGG-19) 

have an average performance above 95% can be attributed to 

the small number of classes (2 classes) and the dataset 

adequately representing the purpose. As a result, in this study 

conducted using transfer learning for fire detection, it is seen 

that the GoogLeNet architecture stands out in terms of duration, 

and the Place365 architecture, based on GoogLeNet, stands out 

in terms of performance. With its complex and advanced 

structure, NasNet architectures did not perform as expected 

(specifically for this dataset) in terms of duration and 

performance. 

 

 

 
Fig. 2. Accuracy-Time Bubble Chart of Used Algorithms 
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V. CONCLUSION 

In this study, although the performances (accuracy, 

training time) of CNNs, which we used for the development of 

fire detection technology from images and which are essentially 

ANNs, achieved 100% accuracy rates, this can be attributed to 

the ease of the selected dataset pieces. Therefore, the 5-fold 

cross-validation results are more significant. Another notable 

point is that the VGG-19 architecture (numbered 1 and 4) 

showed 0 performance in 2 trainings. This can be explained by 

a computational problem or an error in learning VGG-19 for 

those distributions in the dataset. On the other hand, the fact that 

almost all CNN models (except VGG-19) showed an average 

performance above 95% can be attributed to the small number 

of classes (2 classes) and the dataset adequately representing the 

purpose. Detailed accuracy-time bubble charts in Table 3, Table 

4, and Figure 2 illustrate this. 

According to the results obtained from 20 different CNN 

architectures, almost all algorithms demonstrate over 95% 

accuracy (generally around 98%) in detecting fire. If we 

compare the test results in the study, the algorithm with the 

highest success rate was Place365, with 98.92%. GoogLeNet 

was the best network, with an average training time of 1247.65 

seconds. 

The high performance of these algorithms highlights that 

the use of deep learning-based CNN architectures is an 

important alternative solution for preventing or minimizing loss 

of life and property by detecting fire early. This study has 

demonstrated that GoogLeNet-based CNN architectures 

(GoogLeNet and Place365) provide more effective results in 

fire detection. For future studies, it is recommended to further 

enhance the performance of these GoogLeNet-based deep 

learning architectures by customizing them specifically for fire 

detection purposes. 
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