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1. Introduction

Fixed point theory provides a powerful tool for solving various problems encountered in fields such
as engineering, economics, biology, physics and chemistry [1,2]. Let X be a non-empty set and S a
mapping from X to X. If Su = u, for an element v in X, then u is called a fixed point of S. Fixed point
theory has been studied on various spaces, including metric spaces, finite dimensional spaces, infinite
dimensional Banach spaces, and Hilbert spaces. Various theories have been developed to determine
the existence and uniqueness of fixed points of a mapping. However, finding the value of a fixed point
is not easy in general. To approximate the fixed point, many effective iterative algorithms have been
defined and studied, such as the Mann iterative algorithm [3], Ishikawa iterative algorithm [4], two step
Mann iterative algorithm [5], Suantai-Phuengrattana (SP) iterative algorithm [6]. The convergence
speed, stability, and data dependency of an iterative algorithm are significant factors in determining
the performance of one algorithm compared to another. There are many studies [7-12] in the literature
that deal with these factors.

Chauhan et al. [13] introduced a new iterative algorithm inspired by the Karakaya et al. [14], providing
better results than the Karakaya iterative algorithm in terms of convergence speed. They named this
new algorithm the Surjeet-Naveen-Imdad-Asim (SNIA) iterative algorithm (Naveen et al. iterative
algorithm) and proved that the iterative sequence (o, ), generated by this algorithm converges strongly
to the fixed point of S if the coefficient sequences ()2, are in (3, 1), for i € {1,2,3,4,5}, and the

mapping S satisfies quasi contraction condition. We denote that the proof of Theorem 2.1 in [13] was
done under the assumptions 1 — a2 — a3 > 0 and 1 — at — a2 > 0, for all n € N, the set of all the
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natural numbers. However, under the condition (3,1) on the coefficient sequences, 1 — a2 — a3 < 0
and 1 — o —a) <0, for all n € N.

n

The aim of this paper is to reconstruct the convergence result in Theorem 2.1 in [13], removing the
restricting conditions (%, 1) on the coefficient sequences and obtain the convergence results for some
algorithms. The another aim is to prove the stability and data dependency of the SNIA iterative
algorithm generated by quasi-contractive mappings. Nontrivial examples will be presented to confirm
the validity and applicability of all obtained theoretical results.

2. Preliminaries

We remind the basic terminology that is connected to our study. Let (X, d) be a metric space and S
a mapping from X to X. Osilike [15] considered the mapping S having a fixed point and satisfying
the contractive condition:

V.Tl,xg S X, d(le, S:L’Q) < Ld(l’l, le) + (5d((£1, .CCQ) (2.1)

where 0 € [0,1) and L > 0. He obtained stability results for some iterative algorithms generated with
the mapping S satisfying (2.1). Imoru and Olatinwo [16] defined a more general conctractive condition
than (2.1) as follows:

Vry,z9 € X, d(Sz1,Sze) < p(d(x1, Sz1)) + dd(z1, 22) (2.2)

where § € [0,1) and ¢ : R — R is monotone increasing such that ¢(0) = 0. They proved some
stability results using mappings satisfying (2.2). If ¢(z) = Lz is taken in (2.2), which L > 0 is a
constant, then the condition (2.2) is reduced to condition (2.1). Thus, (2.2) is more general than
(2.1). Bosede and Rhoades [17] made an assumption which makes all generalizations of the form (2.2)
meaningless and implied by (2.1). In their assumption, S is a self mapping on a complete metric space
that has a fixed point z* and satisfies the following quasi contractive condition:

Ve e X, d(Sz,z") < dd(x,z") (2.3)

where ¢ € [0,1). Bosede and Rhoades [17] obtained some stability results using mappings satisfying
(2.3). It is clear that, if X is a normed space, then the quasi contractive condition (2.3) turns into

Ve e X, [|Sx —z*|| <oz — x| (2.4)

Throughout this paper, we denote the set of all the fixed points of a mapping S by Fg.

Let C' be a nonempty convex subset of a normed space E. Karakaya et al. [14] have described a
three-step iterative algorithm that can be used to generate several types of iterative algorithms by
choosing specific coefficient sequences as follows:

Karakaya iterative algorithm
Input: Self mapping S on C, initial point s1, (af)%, C [0,1], 7 € {1,2,3,4,5},

such that (a2 +a3)%°, C [0,1], (i +a3)%, C [0,1], and N € N.
1: for ne {1,2,--- N} do
2: pp = (1—al)s,+apSsy
= (1—a2 —ad)pn, +a2Sp, +a3Ss,
Snt1 = (1 —ai —ad)ry + atSr, +ap Spy,
3: end for

Output: Approximate solution sy
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Some iterative algorithms obtained by special choosing of the coefficient sequences in Karakaya iter-

ative algorithm are given below.

If al = 1, for all n € N, and the other coefficient sequences are zero, then Karakaya iterative algorithm

4

- )n are zero, then it turns

turns into Picard iterative algorithm. If all coefficient sequences except for (a

into Mann iterative algorithm. If a2 = a3 = 0 for all n € N, then it turns into SP iterative algorithm.
3 _

If a2 = a3 = al =0, for all n € N, then it turns into two-step Mann iterative algorithm [14].

Let E be a Banach space. SNIA iterative algorithm is defined by Chauhan et al. [13] as follows:

SNIA iterative algorithm
Input: Self mapping S on E, initial point o1, (o), C (%, 1),7€{1,2,3,4,5}, and

N e N.
1: for n e {1,2,--- ,N} do
2: o =S [(1-al)o, +alSo,]

T =S5[(1—a2 —al) on+ a2Se, + aiSoy,]
ony1 =S [(1— at — ag) T + 2 ST, + af’ngon]
3: end for

Output: Approximate solution oy

Karakaya iterative algorithm is obtained if S is taken as the identity operator in SNIA iterative

algorithm. Therefore, SNIA iterative algorithm is more general than Karakaya iterative algorithm [13].
The following definitions and lemmas are important in obtaining the findings stated in this study.

Definition 2.1. [18] Let (ay), be a sequence in a (X, d) metric space. The sequence (b,), C X is
called the approximate sequence of the sequence (ay,), if, for all m € N, there exists an { = {(m) such
that

Vi Z m, d(ai,bi) S <

Lemma 2.2. [18] The sequence (by,), is an approximate sequence of the sequence (ay,), if and only

if there is a decreasing sequence of positive numbers (¢, ), converging to some n > 0 such that

Vn > k (fixed), d(an,bn) < ¢y

Definition 2.3. [18] Let S : X — X be a mapping, in which (X, d) is a metric space. Let ap+1 =
f(S,ay) be an iterative algorithm such that (a, ), converges to the fixed point x* of S. Let (by), C X
be an approximate sequence of (ay,), and &, := d(by+1, (S, by,)), for all n € N. The iterative algorithm
an+1 = f(S,a,) is said to be weakly S-stable if

Jimen =0 = i bo ==
Definition 2.4. [18] Let S, S: X — X be two mappings, where (X, d) is a metric space. S is referred

to as an approximate mapping for S if there exists a suitable € > 0 such that d(Sz, §x) < g, for all
x e X.

Lemma 2.5. [19] Let (p,), and (t,), be nonnegative real number sequences and 0 € [0, 1) such that
Pnt1 < Opp +ty, for all n € N. If lim ¢, =0, then lim p, = 0.
n—oo n—oo
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3. Main Results

In this section, we reconstruct the strong convergence result in [13] by removing the restriction on
the coefficient sequences and provide some convergence results. We then obtain new results related to
stability and data dependency for the SNIA iterative algorithm.

The following theorem is a reformulated version of Theorem 2.1 in [13], with the restriction on the

coefficient sequences removed.

Theorem 3.1. Let C be a non-empty convex and closed subset of a Banach space F and S : C — C
be a mapping satisfying (2.4) with Fg # (). For all o1 € C, let (0,), be a sequence generated by
SNIA iterative algorithm with (o), C [0,1], i € {1,2,3,4,5}, such that (a2 + a2)3; C [0,1] and
(a} 4+ al)e, € [0,1]. Then, the sequence (y,), converges strongly to the fixed point of S.

PROOF. Assume that z* is a fixed point of S. It can be observed from (2.4) that =* is unique fixed
point of S. Using (2.4) and (o), C [0,1],

lon — 21 < 8[1 = ap (1 = O)]ow — 27| (3.1)
and by (2.4),1—a2 —a3 >0,a2 >0,and o >0, forall n € N, and 6 < 1,
I7n = *|| < 8(1 = af — af + a3d)[on — 2™ + 82 aplon — 27| (3.2)
If (3.1) is used in (3.2), then the following inequality are valid:

I — 2% < 0(1 — a7 — ag + 070)d[1 — g (1 = 0)][lon — || + 07,62 [|ow — 27|

=8 [(1-a2 —ad+a20) (1 —at(l-90))+al]|lon — 2 (33)
Moreover,
lons1 = 2*[ = 1S [(1 = o — ap) 7 + ap ST + ) Sn] — 2*| 5.4)
< 01— ap — apy + apd)||mn — ¥ + 6%ag [lpn — ¥
If (3.1) and (3.3) are used in (3.4), then
lonsr = 2*] < {8°(1 = ap — o + apd) [(1 — o — af +a7d) (1 — ap(1 = 9)) + 7]
+%a[1 — ak(1 = O)How — 27| &
Since 1 — al(1—9) <1, for all n € N, by (3.5),
lowps — 2 < {6° (1= o — af + apd) (1 — a2 — ol + a2 + o} ) + 8*al} o — 7|
= 0%[(1— o} — o, +a0) (1 - a2 + a20) + ][l — 27|
and if 1 —a2(1 —§) <1, for all n € N, is used in the last inequality, then
lowis = 2| < 31— aph — ad + apd + ab)llow — 27| < 0° (1= ah(1 = 9)) [low — 27| (3.6)

is obtained. Using that 1 — ai(1—§) <1, for all n € N, in (3.6),
lons1 = 2" < 6°[low — 2]
Since 0 € [0, 1), by Lemma 2.5, 0,, — 2* as n — oo. [

Remark 3.2. Chauhan et al. stated that the main results of Karakaya [14] could be obtained by
assuming S(z) = 0, for all x € C, in Theorem 2.1 of [13]. However, if S(z) = 0 is taken in Theorem 2.1
of [13], then the SNIA iterative algorithm does not denote Karakaya iterative algorithm. Therefore,
the main results of Karakaya [14] can not be obtained. We denote that if S is taken as the identity
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operator in Theorem 2.1 of [13], then the Karakaya iterative algorithm can be obtained but in this
case the necessary hypotheses (2.4) on S is not provided. Thus, the main result(s) of Karakaya [14]
can not be obtained from Theorem 2.1 in [13].

We observed that if the condition on S in Theorem 3 of [14] is replaced by the quasi contractive
condition (2.4), then this theorem is satisfied under the same hypotheses. In the following theorem,
we will consider this situation by an extra condition on the sequence (afl)n. It means that if the
sequence (o), in Theorem 3.1 is replaced by the sequence (s,), generated by Karakaya iterative
algorithm, then an extra condition is required to the hypotheses in Theorem 3.1. The proof of the

theorem will be done by following similar steps in the proof of Theorem 3 in [14].

Theorem 3.3. Let C be a non-empty convex and closed subset of a Banach space E and S : C — C
be a mapping satisfying (2.4) with Fs # (. For all s; € C, let (s,), be a sequence generated by
Karakaya iterative algorithm with ( )n L C[0,1], 7 € {1,2,3,4,5}, such that (a2 + a2)3>, C [0,1],
(@} +ad)%; C[0,1], and 5%, at = co. Then, the sequence (s;), converges strongly to the fixed
point of S.

PRrROOF. If similar steps in the proof of Theorem 3 in [14] are followed using (2.4), then the below
inequalities are obtained, for all n € N:

lpn — ™| = 111 = ap)sn + apSsp — 2| < [1 - an(L = 0)]|lsn — 2*|
I — 2| < [(1 = a7 (1 = 6) — an)(L — e (1 = 8)) + dap][lsn — 27|

and

[sn41 — 2 < {1 —at(1—=6)—ad)[(1 — a2 —ad +a28) (1 —ak(l—0))+dad]

= +6a) (1 —al(1—0))}|sn — z*
(3.7)
< {1 —ap(1—0) —a3) +dap (1 — ap (1 =) }sn — 27|
< [L—ap(1=0)]llsn — 27|
Thus, by using induction,
Isnsr = || < st — 2| [T{(1 = ai(1 - 8)}
k=1
It is well known that 1 — ¢ < e~*, for all ¢ € [0,1]. Therefore,
Isnst = @l < fls1 — & e 0D Tl (3.5)
By using the condition Z o} = oo in (3.8), we obtain [[s,+1 — 2*| — 0 as n — oo. Thus, the proof is
i=1

completed. [

o o0
Remark 3.4. We observe that the condition Z ot = 0o can be replaced by Z a2 = oo in Theorem
n=1 n=1
3.3. In this case, the proof of Theorem 3.3 is followed by rearranging the inequality in (3.7) as follows:
Isnr1 = 2" < [1 = (1= 6)][sn — 2"
Corollary 3.5. Assume that all the hypotheses in Theorem 3.3 are satisfied. Then, we get the
following results, which possibly existing in the literature.

. Mann iterative algorithm generated by S satisfying quasi contraction condition (2.4) converges
strongly to the fixed point of S if taken o) = a2 = o} = al =0, for all n € N, in Theorem 3.3.
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ii. SP iterative algorithm generated by S satisfying quasi contraction condition (2.4) converges strongly
to the fixed point of S if taken a2 = a3 = 0, for all n € N, in Theorem 3.3.

i1i. Two-step Mann iterative algorithm generated by S satisfying quasi contraction condition (2.4)

converges strongly to the fixed point of S if taken a2 = a3 = al =0, for all n € N, in Theorem 3.3.

3.1. Stability Results

An iterative algorithm that converges to a unique fixed point is stable if the numerical errors that
occur in each step have no effect on the convergence of algorithm. In this part, we show the stability
of SNIA iterative algorithm for quasi contractive mappings.

Theorem 3.6. Let C be a non-empty convex and closed subset of a Banach space £ and S : C — C
be a mapping satisfying (2.4) with Fs # () and o1, ¢; € C. Let (0,), be a sequence generated by
SNIA iterative algorithm with (o), C [0,1], i € {1,2,3,4,5}, such that (a2 + a3)%, C [0,1],

n=1
(at + ag);’le C [0,1], and (yn)52; C C be an approximate sequence of (o,)n. Define a sequence
(en)pz1 C R* by
Uy =S {(1 — a}L)yn + oz,lLSyn}

Uy, = S [(1 —a? — ai) vy + a2 Sv, + aiSyn]

f(S,yn) =S [(1 —at - ai) Uy, + a Suy, + aiSvn}
and
En = ||yn+1 - f(Sa yn)”7 n €N
Then, lim g, = 0 implies lim y, = 2*. In other words, SNIA iterative algorithm is weakly S-stable.
n—oo n—oo
PROOF. By Theorem 3.1, the sequence (o), generated by SNIA iterative algorithm converges the
fixed point x* of S. Assume that lim &, = 0. We will prove that lim y, = z*.
n—oo n—oo

[Yn+1 = 2*| < [lynar = S [(1 — o — ap) un + @y Sun + ap Svy ]|

IS (1L~ af = 03) tn + a4 Stn + 05,50a] = Gns | + st — a7 (3.9)
= en + 1S [(1 - oy — 03) un + 0y, Sup + 07, Svn] — || + [lonrr — 27|
By (2.4),
|Sz — Sy|| < dljlx — z*|| + d|ly — z*||, for all z,y € C (3.10)
If (3.10), (2.4), and the definition of SNIA iterative algorithm are used and operations are continued
as in Theorem 3.1, then
IS [(1 —af — ai) U, + 0k Sty + aiSvn] — Opt1|| < [6(1 — ok —ad)+ 62ai] Nun — 2| + |7 — =]
+0%aq [llun — 2" || + llon — 2|l]
5% [(1—on(1=08) — af) (1 — an(l = 0)) + i (3.11)
x [6(1—an(1=6) —an) ] llyn — 27| + llon — "]
+0%a), (1= an(1 = 9)) llyn — ™| + llow — "]

Usingd <land1—al(l1-8)<1,1-a2(1-0)<1,and 1 —ai(1-46) <1, forallneN,in (3.11),

IN

15 [(1 = ah = af) un + 0 Sun + 0§ Sv| = s | < 6 [llyn — 2*[| + o — 2°|] (3.12)
If (3.12) is used in (3.9), then it is obtained

[Yn+1 = 27| < Ollyn — 27| + en + 8llon — 27| + [loni1 — 27|
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Let t, := e, + 0||lon, — z*|| + ||ont1 — 2*||- By hypotheses, lim ¢, = 0. Thus, by Lemma 2.5,
n—oo
lim vy, = z*. This completes the proof. [

n—oo

3.2. Data Dependency Results

In this part, we give a result regarding the data dependency of SNIA iterative algorithm for mappings

satisfying quasi contractive condition (2.4).

Theorem 3.7. Let E,C, and S be as in Theorem 3.1. Let S be an approximate mapping of S as in
Definition 2.4 with a suitable error €. Let (0y,), be the sequence generated by SNIA iterative algorithm
and let the sequence (7,,), be as follows:

o eC

@n = S[(1 —al)F, + kS5, 5.13)
~ ~ _ 3.13
Tn = S[(1— a2 —ad) gy + 2S¢, + a3 S5,
Gno1 = S[(1 —ab —ad) Fn 4+ @287, +a35p,], neN

where (a?)%, C [0,1], for i € {1,2,3,4,5}, are sequences satisfying the conditions in Theorem 3.1. If
Sz* = z* and ST* = 7* such that lim &, = 7*, then

n—o0
1496
1-96
PROOF. By Definition 2.4 and (2.4), the mapping S satisfies the below inequality, for all z,z € C":

[l = 27| <

9

ISz — 83| < ||Sz — a*|| + |ST — *|| + & < 20||z — 2*|| + dljz — ]| + ¢ (3.14)

By the definition of SNIA iterative algorithm, (3.13), and (3.14),

lont1 — Ony1]] <6 H [(1 — afl — ai) T + afLSTn + angon} — (1 — aﬁ — ai) Tn — aig?n — ozig@n]H

+20 H [(1 —ah — ai) Tn + ST, + oszScpn] —x*|| +e

and, by using (3.14) and (2.4),
lons1 = Gnaall <8 (1= ah = a}) 17 = Full + 6031 ST — STall + +6051|Sn — Sl
+26 (1 —ah — az) |7 — 2*|| + 2602 || ST — 2¥|| + 2003 || S, — 2*|| + €
<6 (1 ah—ab) I — Full + 62} |7 — Full + 26%a}||m — 27| + daite
+ 8205 llon = Bull +206%05 [ 9n — 2| + dafe + 25 (1 aff — o) |l — 27|
+ 2620 |7, — || + 20%03 ||y — ¥|| + €
By arranging the last inequality,

lont1 — onpall < {6 (1 - O‘i - O‘?L) + 520‘%”7}1 — Tall + 520‘2”9071 — @nll

(3.15)
+26{1 — at —ad + 20t} — z*|| + 462D ||pn — 2¥|| + Saite + dade + ¢
By following similar steps above,
170 = Fall < {0 (1 = af — 03)) + 827 }Hlpn — @nll + 0% [lown — o] (3.16)

+26{1 — a2 — a2 + 2602 }||pn — x*|| + 46%a3||oy — 2*|| + da2e + dade + €
and

lon = @all <6 {1 ah(1 = 0)} lon = Full +26{1 — o}, + 2003} o — 2*|| + dope +  (3.17)
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If (3.16) and (3.17) are used in (3.15), we obtain the following inequality:

lont1 = Onpill < Allon — onll + Bllow — ™[l + Cllgn — 27| + Dl — ™[ + E (3.18)
where
A=61—-ab(1=8){[6(1—a}—ad)+d%al][6(1 — a2 —ad) + §2a2] + §2a)}
+62a3{6(1 — at —ad) + 6%at}
B :=25(1 — o} +25al) {[6(1 — at —ad) + 62at][0(1 — a2 — a3) + 62a2] + 6%ad}
+46%a3{6(1 — af — ad) + §%ait}
C:=25(1—-0a2—ad+26a2)[6(1 —at —ad)+6%at] 4+ 46%a°
D :=25(1 — ol —a 4 26al)
and

E = {[6(1 - oy, —3) + 8%y [0(1 — af — o) + 0% ] + 8%a } (Sae + )
+[0(1 — at — ad) + 6%at][6ate + dade + €] + Saite + dade + ¢
Arrange the number A,
A= {(5(1—044 —ad) +4? 4} {[(5(1—@2 —ad) + 6% 2} {5(1—04 (1—5))} +52ai}
+ 8323 (1 —al(1-9))
Since § € [0,1) and 1 — a(1 —6) < 1, for all n € N,
P —ad)+ 6%t {6(1 —ad)d(1 —al(1—16)) + 823} + 83
< [6(1—al —ad)+0%at] {6(1 — )6 + 62a} + 53ad (3.19)
n—ab) 4 6ai] 62+ 630 = &°
Since 6 € [0,1),and 1 — a2 <land 1—a <1, for all n € N,
B =26(1 — al +25al) {[6(1 — a —ad) + 62a2][6(1 — a2 — o) + §%a2] + %)}

+46%a3{6(1 — af —ad) + 6%ait}

< 26(1 —al +250b) {[6(1 — a} —ad) + 6al][6(1 — a2 — o) + da2] + 6%a)} (3.20)
+46%2a3{6(1 — af —ad) + dait}
=26(1 —al +20al) {6(1 —a2)d(1 — ad) + 6%a)} + 4533 (1 — )
< 26(1 — o} + 28ak) {62 + 623} + 46%a3
Using 1 —al < 1,a) <1and o <1, for all n € N in (3.20),
B < 26(1 — ol +20a1)26% + 46% < 26(1 + 26)202 + 46° = 863(1 + 0) (3.21)
Sincel —a2 —al <1,a2<1,6§<1,and o’ <1,1—ad <1, for all n € N, we get
C =26(1—a2—ad+20a2)[6(1 —at —ad)+ 5%at] + 46%ad
(3.22)

< 26(1420)[6(1 — @ —al) + da] +45%ad < 20(1 +28)6(1 — ) + 462 < 26%(3 + 20)
Since 1 — at — a2 <1and ot <1, foralln € N,

D =25(1 —a} —ad +25a) < 25(1 + 26) (3.23)
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Using § € [0,1) and a2 + a3 <1 and o + o) <1, for all n € N,

E={[001 - a} — o) + 2ap][0(1 - aZ — a3) + 6%a2] + 6%al, } (Bahe +¢)
+[6(1 — ah —ad) + 6%t ][6a2e + dade +e] + dahe +dade + e
< {181 = af — af) + 2af][6(1 — ad)] + 6% } (daje +¢)
+[6(1 —ap —ad) + 82alt][de(a + a3) +¢] + de(ap +al) + ¢
< {181 = a = af) + af][6(1 — a})] + 6%} } (Gape +2) + [5(1 — ah — 0f) + Sap][6z + €] + de + &

= {6(1 = a})(1 - a}) + 00} } de(daf + 1) + 8(1 — a)[de + €] + be + ¢

Since d € [0,1) and 1 —a3 <1,1—a) <1, and o} <1, for all n € N, we get the following inequality
for the number E:

E < {6(1 —ad) +dad} de(dal + 1) + (5 4 €)[0(1 — aB) + 1]

= 0%e(6at + 1) + (e +&)[6(1 — ) + 1] (3.24)
<6+ 1)+(0e+e)(0+1)=e(6+1)(2+d+1)

Therefore, using (3.19) and (3.21)-(3.24) in (3.18),

10011 = ntill < 8%|ow — Gnll + 85 (1 + 8)|low — 2*|| +20%(3 + 20)[lpn — 2| (3.25)
+20(1 + 26) |7 — 2| + (5 + 1)(62 + 6 + 1) ‘

By (3.1) and (3.3),

lon —a”| <flon — 2% and  [|7n — 27| < [jon — 27|
Besides, under hypotheses, by Theorem 3.1, since li_)m lon —2*|| =0,
n—oo
Tim [l — 2| = lim |r, 2] =0

Thus, taking the limit for n — oo in (3.25),

e@+1)(6*+64+1) 1490
1- 08 1.5

la* = Z"|| <
O

4. Numerical Examples

In this section, we provide some numerical examples that support our theoretical results.

The first example, built on an infinite dimensional Banach space and satisfying the conditions of The-
orem 3.1 and Theorem 3.3, shows that the SNIA iterative algorithm is more effective than Karakaya,

SP, and two-step Mann iterative algorithms in terms of convergence.

Example 4.1. Let E be the Banach space i1 = {(2;)72; C K: }72, |zi| < oo} endowed with norm

e}

1(x;)ill1 = Z|xl\ and be defined a sequence (x;); as follows:
i=1
' 4 0,n #1
VieN, z;= (x>, x,= 1
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It is clear that (z;); is a sequence in E. Moreover, lim; , ||z; — 0||1 = 0. We define the set

{Zﬂkiﬂk (1 )rey € Bll}

where By, is the closed unit ball of [. Since (zy)y is a null sequence in E, it is well known in the
literature that C' is a convex and closed subset in E [20,21]. Moreover, by Grothendieck’s character-
ization [22], we can say that C is a proper subset of Bg. Using the above definition of the sequence
(x;)i, we get the set C' as follows:

c={(%)" e}

We define a mapping S : C — C' by
0o 2\
s((1)) = (53))
k=1 k=1

It can be observed that the mapping S is well defined and S has a unique fixed point 2* = (0,0,0,0, - --).

We show that there exist a number § € [0,1) such that HSm —z*|ly < dljlz — x*||1, for all x € C. If

x € C, then there is a (u)32, € By, such that x = (?) . Thus,

1
er—xnl—H(*%)
k

1
This shows that § = T That is, S satisfies quasi contractive condition (2.4). However, we denote that

S o L T
L A=k T4k 4

1 1
forall z,y € C, || Sz — Sy|1 £ ZHx—yHl For example, for z = (1,0,0,0,---) and y = (2,0,0,0,-~~

1 1
Sz — Syll1 £ ZHx — y|li. Let the initial terms of all mentioned algorithms be sop = 09 = (len) ,
1
f—02=0al=1- T and a? = a3 = B 1) for all n € N, satisfying (a2 + a3),, C [0,1]

and (a2 + a3), C [0,1]. Figure 1 manifests that the sequence generated by SNIA iterative algorithm

(6}

converges the fixed point * = 0 of S faster than the sequences generated by Karakaya, Mann, SP,
and two-step Mann iterative algorithms.

T
—#— SNIA
—8— Karakaya
Mann
Two-step Mann

Values of |0, — z*|;

4 5 6 7 8 9 10
Number of iterations

Figure 1. Convergence behaviors of algorithms in Example 4.1

The following example, which supports the accuracy of the result in Theorem 3.6 shows that SNTA
iterative algorithm in Example 4.1 is weakly S-stable.
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Example 4.2. Let E,C, and S be as in Example 4.1. We define the sequence (y,,), in C as follows:

0,2 <n
VneEN, yo=U)E, u =14 o
15

Figure 2 (a) shows that the (y,), is an approximate sequence of the sequence (o,), generated by

SNIA iterative algorithm. Further, Figure 2 (a)-(b) manifests that 1Lm en = 0 implies le yn = .
n—oo n o0

In other words, SNIA iterative algorithm is weakly S-stable.

x10710

0.6 ! . . . . . . . 1
——(a) low —wlh

[——=0 =y — SS9l ]

—*— () g —=[lx

Values of (a) and (b)

. . & & & & - - - - -
® ® @ @ e o 2 2 o4
1 2 3 4 5 6 7 8 9 10 4 5 6 7 8
Number of iterations Number of iterations

(a) (b)

Figure 2. Graphs showing the convergence states of the sequences (yn — opn)n, (Yn — *)n, and (e,)n

w3
o}

The following example deals with the data dependency of the sequence (o), generated by SNIA

iterative algorithm in Example 4.1.

Example 4.3. Let E, C, and S be as in Example 4.1. We define a mapping S :C — C as in the

following:

1/4, k=1
~ Oék
S (() ) = (5]@)1@7 616 = Q1
F RN
where ()82, € Bp. Then, S : C — C is well defined, and for all z = (i:) eC,
k
- 1 21?2 g
|Sz — Szl = 1 ’04% - 1‘ + Z % Zk T gk-1” ()i € Buy)
k=2

1 1& ., 1&

< g lodlt gl (e By)
4 8k:2 6k:2

1 1 1

-4+ -+ - =0.5416666 =

—4+8+6 i

Thus, we can consider the mappings S and S as approximate operators in Definition 2.4. If S has a
fixed point Z* and the sequence (7,), generated by (3.13) with the choice of the coefficient sequences
satisfying the conditions in Theorem 3.7, converges to z*, then without knowing and calculating z*,
we can determine an upper bound for z* by (3.7) as follows:
- 1496 1+1/4
* k|| < —
le” =&l < =5 =13

(0.5416666) = 0.902730
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S~ 1 . -
We get that the fixed point of S as z* = (Wl)) . Figure 3 shows that the sequence (c,),
2 k
—y .\ v o~ 1177 . .
generated by (3.13) converges to z*. In addition, |z* — Z*|| = 3903 — 0.2948. That is, (3.7) is
satisfied.
07 T T T
—%—(a) [lon — 2"
—+—(b) [, =
0.6 F —x— () |loul 1
—6—(d) [I7"]|
)
5 05 1
&
<
= 0.4 |
=
G
=030
]
3
202r .
>
01t |
0 e e
1 2 3 4 5 6 7 8 9 10

Number of iterations
Figure 3. Graphs showing the values of ||y, —Z*||1, ||0n—Z*||1, ||Onll1, and ||Z*]1, for n € {1, 2, ...,10}

5. Conclusion

In this study, the convergence result of the SNIA iterative algorithm introduced by Chauhan et al. [13]
has been revised and improved while simultaneously obtaining its weak stability and data dependency.
The findings of this study are substantiated by nontrivial examples in an infinite dimensional Banach
space, thereby bridging the gap between practice and theory. Based on the graphs presented, it
has been observed that the algorithm yields superior results in numerical examples. Furthermore,
the algorithm’s convergence, which does not necessitate additional conditions (except for convexity)
on coefficient sequences, sets it apart from the aforementioned algorithms. Consequently, it can be
concluded that the algorithm with the stability and data dependency properties is more effective for
quasi-contractive mappings when compared to the algorithms discussed in this study, based on both
theoretical and practical outcomes. In future studies, researchers can examine the convergence of the
SNTIA iterative algorithm for different mapping classes under appropriate conditions. Moreover, they
can compare the algorithm’s performance speed with existing algorithms in the literature for these
mapping classes.
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