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 ABSTRACT  

 

Brain tumors are one of the most important health problems that threaten human life. 

Therefore, accurate diagnosis at an early stage is vital. Magnetic resonance imaging (MRI) is 

one of the most effective and important methods for detecting brain tumors. It is thought that 

instead of disease detection using traditional methods, artificial intelligence-based computer 

applications can make significant contributions to experts in detecting brain tumors. Deep 

learning (DL) models, which are very popular in the scientific world today, are used extensively 

in the processing of images obtained in the field of health and in the detection of diseases. In 

this study, VGG-19, ResNet-101 and DenseNet-121 DS models trained on the ImageNet dataset 

were used to detect brain tumors with magnetic resonance (MR) images. The MR images used 

in the study were pre-processed and the excess images were identified and cropped to obtain 

high efficiency. After the image ratios were adjusted, random forest (RF) and support vector 

machines (SVM) classification algorithms were used. In the experimental studies, the highest 

accuracy values were achieved with DenseNet-121 using RF and SVM classification algorithms 

in detecting brain tumors with the proposed method. Results of 87.67% were obtained with 

SVM and 85.83% with RO. 
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1 INTRODUCTION 

Brain tumors represent abnormal masses or structures formed by the uncontrolled 

proliferation of cells within the brain [1]. These structures are generally categorized into two 

main types: benign and malignant tumors. Benign brain tumors typically exhibit limited growth 

and do not spread to other tissues and organs, whereas malignant tumors tend to grow 

aggressively and may metastasize, spreading to other parts of the body [2]. Particularly, 

malignant tumors can affect vital brain functions, leading to severe neurological symptoms that 

can negatively impact patients' quality of life.  

The diagnostic process for brain tumors is highly complex and challenging for 

healthcare professionals. This process includes both the detection and characterization of the 

tumor. Once detected, determining whether the tumor is benign or malignant is a critical step 

that directly influences treatment and follow-up strategies. For instance, benign tumors can 

often be surgically removed and generally do not recur, while malignant tumors may require 

more complex treatment methods and carry a high risk of recurrence. Therefore, accurate and 

timely diagnosis can have a direct impact on the patient's prognosis [3]. 

Today, medical imaging techniques play a crucial role in the detection and assessment 

of brain tumors. Particularly, MRI is one of the most commonly used methods due to its ability 

to visualize brain structures in high resolution and detail [4]. MRI provides essential 

information for planning surgical intervention and other treatment options by evaluating the 

size, location, and relationship of the tumor with surrounding tissues. 

Early diagnosis of brain tumors is of critical importance for increasing patients' survival 

and quality of life. The mortality rate associated with brain tumors is quite high globally, which 

further underscores the importance of early diagnosis [5]. Brain tumors that are diagnosed early 

can be managed with appropriate treatment methods, potentially increasing patient survival. 

Recent years have witnessed revolutionary advancements in medical imaging, largely 

driven by artificial intelligence (AI) and, in particular, DL techniques. DL leverages multi-

layered neural networks to analyze extensive datasets, enabling the identification of complex 

structures and patterns [6]. In this context, DL-based methods have enabled the automatic 

analysis of brain MRI images, making it possible to detect tumors with high accuracy. These 

technological advancements have led to significant transformations in the diagnosis and 

management of brain tumors and are increasingly being integrated into clinical practice [7]. 
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MRI is widely used as a technique for the detection and analysis of brain tumors. 

Imaging the brain in three different planes allows for a detailed examination of the tumor's 

morphological, textural, and volumetric characteristics [2], [8]. MRI is preferred due to its non-

invasive nature and its ability to image soft tissues with high resolution [9]. Additionally, 

different MRI sequences reveal various characteristics of tumors, contributing to accurate 

diagnosis and treatment planning [10]. The analyzed MRI images will be used for tumor 

detection employing DL methods. 

This study makes a significant contribution to the literature by demonstrating the impact 

of DL methods in medical imaging. A comparative analysis of modern DL architectures, 

specifically VGG-19, ResNet-101, and DenseNet-121, was conducted to detect brain tumors 

from MRI. The findings reveal that ResNet-101 offers a higher classification accuracy 

compared to other models, thus providing evidence in the literature for the model’s effective 

application to medical datasets. 

One of the most notable contributions of this work is the improvement in performance 

achieved by combining DL models with traditional classification methods such as SVM and 

Region Optimization. This combination, which resulted in more consistent and accurate 

outcomes, presents a novel perspective on optimizing DL models for medical images, differing 

from the approaches suggested by previous studies. 

2 LITERATURE REVIEW 

Numerous studies in the literature have focused on tumor detection from MR images 

using DL techniques. These studies often compare the performance of various methods, 

including the Gabor wavelet-based method, the statistical feature-based method, convolutional 

neural networks (CNN), and the ELM-LRF. Among these, the proposed method demonstrated 

a classification accuracy of 97.18% [8]. 

Additionally, in another study related to this dataset, tumor or cancer detection from 

medical images such as MR and CT was investigated, and the U-net model was utilized to 

improve the quality of the obtained images. At the end of the training, a similarity rate of 86% 

and a sensitivity of 80% were achieved [11]. A model based on the segmentation of MR images 

for brain tumor detection was proposed. In experimental studies, brain tumors were detected 

with 87% accuracy using the Markov random field method [12]. For classifying brain tumors, 
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the CapsNet model was used, aiming for high accuracy. Using 64 features obtained from a 

single convolutional layer, an accuracy rate of 86.56% was achieved [13]. 

Another study focused on steps such as preprocessing, segmentation, region of interest 

(ROI) determination, and tumor detection, achieving an 84.26% success rate on 497 MR slices 

from 10 patients. [14].  Jayakumari and Subha [15] utilized a 3D CNN model called VoxCNN 

for brain tumor classification. This model was applied to MRI data and achieved an accuracy 

rate of 98.2%. Due to its ability to learn three-dimensional features, the model demonstrated 

high performance in accurately classifying tumors.  

Coşkun and Alkan [16] investigated brain tumor classification using the transfer 

learning method. Specifically, by using the pre-trained VGG16 model, they achieved 94.3% 

accuracy on MRI data. Transfer learning made it possible to achieve high performance even 

with less data. 

Li et al. [17] developed a hybrid approach for brain tumor detection that combines CNN 

and RNN models. This model achieved an accuracy rate of 95.7% by learning both spatial and 

temporal features. This study demonstrates how combining DL models can be effective in 

learning more complex data structures. In a study conducted by Zhang and Zhang [18], a deep 

neural network (DNN) model supported by feature selection was proposed. This model 

achieved a 96.8% accuracy rate by filtering out irrelevant features in MRI data. Feature 

selection played a crucial role in enhancing the overall performance of the model. Liu et al. [19] 

performed brain tumor classification using a multilayer perceptron (MLP) model. In this study, 

conducted on MRI data, an accuracy rate of 92.5% was obtained. The use of MLP in 

conjunction with DL techniques proved effective in improving accuracy.  

3 MATERIAL AND METHOD 

3.1  Dataset 

The dataset we used in this study, a dataset created by Abhranta Panigrahi and shared 

on Kaggle was used [20]. The dataset consists of three main folders: a folder for tumor images, 

a folder for non-tumor images, and a folder for test images. Figure 1 presents a sample of MR 

images from the dataset. 
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Figure 1. Some sample images from the dataset 

A dataset consisting of 3060 MR images in total was used. The dataset was divided into 

three groups: The first group consisted of 1500 tumorous MR images, the second group 

consisted of 1500 non-tumorous MR images, and the third group consisted of 60 test images. 

 

Table 1. Number of Images in the Dataset 

Image Type Training Image 

Tumorous Images 1500 

Non-tumorous Images 1500 

Test Images 60 

 

The images were standardized to obtain more efficient results from the images in the 

dataset (Figure 2). For this purpose, certain parts of the images were cropped using the OpenCV 

Library and resized to 224x224x3. The dataset was trained with ResNet-101, VGG-19 and 

DenseNet-121 architectures and the success rates of the models were obtained on the test 

images. All three architectures used are models with high success rates. In addition, the success 

rates of the DL models (ResNet-101, VGG-19 and DenseNet-121) were measured using RF and 

SVM classification algorithms on the dataset. 

In the data preprocessing stage, before the tumor and non-tumor images were subjected 

to performance metrics, the training dataset, validation dataset, and test dataset were divided 

into three categories, as shown in Figure 3. 
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Figure 2. Flow diagram of the study 

 
Figure 3. Categorization of the dataset 

 

3.2 ResNet-101 

ResNet architecture utilizes ResBlock layers to transfer information learned in previous 

layers to subsequent ones. These transfers occur via skip connections. Skip connections, 

situated between the weight layers and the ReLU activation function, enhance the model's 

learning capacity and mitigate the vanishing gradient problem. This feature offers an effective 

solution to the degradation issues that arise as the number of layers increases, particularly in 

deep neural networks (DNNs). The ResBlock structure prevents a decline in performance as the 

depth of the ResNet model increases, ensuring an effective learning process even in the deeper 

layers of the network [21].  
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ResNet, developed in 2015, has brought a significant innovation to the problems 

encountered during the training of DSA. This model won the first place in the ILSVRC 

(ImageNet Large Scale Visual Recognition Challenge) competition held in 2015 with a low 

error rate of 3.57%. ResNet-101 is a 101-layer deep neural network model and generally shows 

superior performance in the fields of image classification and computer vision. The success of 

ResNet has revealed the power of DSA models based on learning residual values and has made 

a great contribution to the development of this field [22].  

ResNet also stands out with its ability to achieve high performance even in deep 

networks when compared to other architectures. This feature has enabled ResNet to be widely 

used in various application areas. For example, the ResNet-101 model is frequently preferred 

in areas requiring high accuracy such as medical image processing, autonomous vehicles and 

object recognition [23].  

The structure of the model is shown in Figure 4. The structure of the model is shown in 

Figure 4. 

 

Figure 4. ResNet-101 Structure [23] 

3.3 VGGNet-19 

VGG-19 is a deep ESA architecture developed by the Visual Geometry Group (VGG) 

of Oxford University. Introduced in 2014, this model is considered one of the most successful 

architectures of that period and achieved great success by taking the second place in the 

ILSVRC 2014 competition. VGG-19’s architecture has a total of 24 main layers consisting of 

16 convolutional, five pooling and three fully connected layers.  

This architecture optimizes the number of parameters by using small filters of 3×3 pixel 

size to manage the complexity of deep networks. The success of VGG-19 is important in 

demonstrating the power and flexibility of DL models. The model is especially useful for 

computing these small filter sizes, which help reduce the computational cost and increase the 

learning capacity of the network despite having deeper layers [24].  
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The success of VGG-19 is important in demonstrating the power and flexibility of DL 

models. The model has found a wide range of applications, especially in the fields of computer 

vision and image classification. Increasing the depth and number of layers allows the model to 

learn more complex features. However, this also means that it requires greater computational 

power. VGG-19 provides an optimized structure to balance these challenges. It is still used as 

a reference in many research and applications today [25].  

One of the outstanding features of VGG-19 compared to other architectures is that the 

network has a regular and understandable structure despite the increased number of layers. This 

feature makes the model especially attractive for researchers and makes it easier to experiment 

on different data sets. VGG-19 is an important example that aims to establish the best balance 

between depth and performance in neural network architecture [26]. The VGG-19 architecture 

is shown in Figure 5. 

 

Figure 5. VggNet-19 Architecture [27] 

3.4 DenseNet-121 

The DenseNet model proposed by Huang et al. takes input from 224x224 images and 

has approximately 7 million trainable parameters. DenseNet121 can cope with the vanishing 

gradient problem and thus allows the construction of networks with sufficient depth, while 

increasing the speed of the network due to having fewer parameters than other networks [28]. 

The DenseNet architecture aims to solve the speed problem by densely connecting all layers.  

Each new layer receives input from all previous layers and transmits its information to 

all subsequent layers. As a result, the last output layer receives information directly from each 

layer, including the first layer. In this way, it is aimed to remove unnecessary layers. In 

particular, the model uses skip connections to directly transmit information to different levels 

of dense blocks and achieve better accuracy [29].  
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DenseNet has shown great success in various fields, especially in applications that 

require processing complex data structures such as medical and biomedical image analysis. 

With its dense connection structure, this model allows medical images to be analyzed in more 

detail and accurately, which significantly increases diagnostic accuracy. One of the most 

striking features of DenseNet is its high performance even when working with limited data sets. 

This feature makes it advantageous compared to other DL models and allows it to be used in a 

wide range of applications from medical imaging to object recognition [30]. 

 

Figure 6. DenseNet-121 architecture consisting of four dense block layers and three 

transition layers [31] 

3.5 Deep Learning Performance Metrics 

Model performance metrics are used to assess the results of models employed in DL. 

The most common metrics for evaluating a model's performance include accuracy, precision, 

recall, and F1 score [32], [33], [34].   

The mathematical formulas for these metrics are provided in the equations (1), (2), (3), 

and (4), respectively. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝑇𝑁 + 𝐹𝑁
 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

  𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (4) 
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4 RESULTS AND DISCUSSION 

This study utilized the VGG-19, ResNet-101, and DenseNet-121 DL models, trained on 

the ImageNet dataset, for brain tumor detection. The models were combined with the RO and 

SVM classification algorithms to achieve more consistent results. 

Figure 7 shows the confusion matrix for each model using RO classification. In the 

confusion matrix of VGG-19, out of 300 non-tumor (healthy) data points, 246 were correctly 

classified as non-tumor (TP), while 54 were incorrectly classified as tumor (FN). In the 

subsequent row, out of 300 tumor data points, 247 were correctly classified as tumor (TN), and 

53 were incorrectly classified as non-tumor (FP).  

Within the ResNet-101 confusion matrix, 262 out of 300 non-tumor (healthy) data 

points were correctly classified as non-tumor (TP), while 38 were incorrectly classified as tumor 

(FN). In the subsequent row, 256 out of 300 tumor data points were correctly classified as tumor 

(TN), and 44 were incorrectly classified as non-tumor (FP). 

The confusion matrix of DenseNet-121 reveals that 267 out of 300 non-tumor (healthy) 

data points were correctly classified as non-tumor (TP), with 33 incorrectly classified as tumor 

(FN). The next row shows that 211 out of 300 tumor data points were correctly classified as 

tumor (TN), while 89 were incorrectly classified as non-tumor (FP)." 

 

Figure 7. Validation data of the models and RO and complexity matrix results 

For another classification algorithm, SVM, the confusion matrices are presented in 

Figure 8, respectively. In the confusion matrix of VGG-19, out of 300 non-tumor (healthy) data 

points, 241 were correctly classified as non-tumor (TP), while 59 were incorrectly classified as 

tumor (FN). In the subsequent row, out of 300 tumor data points, 220 were correctly classified 

as tumor (TN), and 80 were incorrectly classified as non-tumor (FP). 
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The confusion matrix of ResNet-101, out of 300 non-tumor (healthy) data points, 268 

were correctly classified as non-tumor (TP), while 32 were incorrectly classified as tumor (FN). 

In the subsequent row, out of 300 tumor data points, 257 were correctly classified as tumor 

(TN), and 43 were incorrectly classified as non-tumor (FP). 

In the confusion matrix of DenseNet-121, out of 300 non-tumor (healthy) data points, 

241 were correctly classified as non-tumor (TP), while 59 were incorrectly classified as tumor 

(FN). In the subsequent row, out of 300 tumor data points, 220 were correctly classified as 

tumor (TN), and 80 were incorrectly classified as non-tumor (FP). 

Figure 8. Complexity matrix results of validation data of models with SVM 

 

The classification results on the dataset using RO and SVM classification algorithms 

are presented in the Tables. Such a study allows for a comparative analysis of the performance 

of different classifiers. 

Table 2. RO classification test data performance results 

Model Accuracy F1 Score Reliability Sensitivity Precision Roc Curve 

Vgg-19 %81 0.81 0.62 0.81 0.81 0.80 

ResNet101 %84.83 0.85 0.70 0.85 0.86 0.84 

DenseNet121 %79 0.79 0.58 0.79 0.8 0.79 

 

Table 3. Classification results with VGG-19 RO 

 Precision Sensitivity F1 Score Sample Size 

Non-tumorous 0.82 0.80 0.81 300 

Tumorous 0.80 0.82 0.81 300 

Accuracy   0.81 600 

Overall Avg. 0.81 0.81 0.81 600 

Weighted Avg. 0.81 0.81 0.81 600 
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Table 4. Classification results with ResNet-101 RO 

 Precision Sensitivity F1 Score Sample Size 

Non-tumorous 0.86 0.86 0.86 300 

Tumorous 0.86 0.86 0.86 300 

Accuracy   0.86 600 

Overall Avg. 0.86 0.86 0.86 600 

Weighted Avg. 0.86 0.86 0.86 600 

 

Table 5. Classification results with DenseNet-121 RO 

 Precision Sensitivity F1 Score Sample Size 

Non-tumorous 0.82 0.80 0.81 300 

Tumorous 0.81 0.83 0.82 300 

Accuracy   0.81 600 

Overall Avg. 0.81 0.81 0.81 600 

Weighted Avg. 0.81 0.81 0.81 600 

 

Table 6. Test data performance results with SVM classification 

Model Accuracy F1 Score Reliability Sensitivity Precision Roc Curve 

Vgg-19 %75.67 0.76 0.51 0.76 0.76 0.75 

ResNet101 %87.67 0.88 0.75 0.88 0.88 0.87 

DenseNet121 %75.67 0.76 0.51 0.76 0.76 0.75 

 

Table 7. Classification results with VGG19 and SVM 

 Precision Sensitivity F1 Score Sample Size 

Non-tumorous 0.74 0.80 0.77 300 

Tumorous 0.78 0.72 0.75 300 

Accuracy   0.76 600 

Overall Avg. 0.76 0.76 0.76 600 

Weighted Avg. 0.76 0.76 0.76 600 

 

Table 8. Classification results with ResNet-101 and SVM 

 Precision Sensitivity F1 Score Sample Size 

Non-tumorous 0.87 0.89 0.88 300 

Tumorous 0.88 0.87 0.88 300 

Accuracy   0.88 600 

Overall Avg. 0.88 0.88 0.88 600 

Weighted Avg. 0.88 0.88 0.88 600 
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Table 9. Classification results with DenseNet-121 and SVM 

 Precision Sensitivity F1 Score Sample Size 

Non-tumorous 0.74 0.80 0.77 300 

Tumorous 0.78 0.72 0.75 300 

Accuracy   0.76 600 

Overall Avg. 0.76 0.76 0.76 600 

Weighted Avg. 0.76 0.76 0.76 600 

 

Figure 9. Validation value of dataset Figure 10. Lost value of the dataset 

5 CONCLUSION AND SUGGESTIONS 

In this study, RF and SVM with VGG-19, ResNet-101 and DenseNet-121 DL models 

were used to classify 3060 MR images. Complexity matrix results were obtained with various 

ratios on training, validation and test data. The obtained results are presented in detail below. 

Table 10. Validation Data of VGG19 with SVM and RO 

 SVM RO 

Training Set %82,89 %100 

Validation Set %76,83 %82,17 

Test Set %76,67 %81,0 
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Table 11. Validation Data with DenseNet121 SVM and RO 

 SVM RO 

Training Set %82 %100 

Validation Set %76,83 %81,17 

Test Set %75,67 %81,33 

 

Table 12. Validation Data with ResNet-10 SVM and RO 

 SVM RO 

Training Set %92,94 %100 

Validation Set %87,5 %86,33 

Test Set %87,67 %85,83 

 

Table 13. Accuracy rates of different studies on datasets containing MR images 

References 
Feature Extraction 

Method 

Classification 

Method 
Accuracy 

Ahmad et al., (2022) VGG-19 SVM %99,39 

Venmathi et al., (2023) VGG-19 FCM %99,7 

Podder et al., (2021) VGG-19  %85,32 

Mohsen et al., (2023) VGG-19 SISR %99,89 

Ullah et al., (2022) Inceptionresnetv2 SVM %98,91 

Masood et al.,2021) ResNet-50 Mask-RCNN %98,34 

Jayakumari and Subha 

(2019) 
3D CNN VoxCNN %98,2 

Çoşkun and Alkan (2020) VGG16 CNN %94,3 

Li et al., (2021) CNN and RNN CNN ve RNN %95,7 

Zhang and Zhang (2022) Attribute Selection DSA %96,8 

Liu et al., (2020) 
Multi-Layer 

Perceptron 
DSA %92,5 

Proposed Model ResNet-101 SVM %87,67 

 

VGG-19 Model: The model demonstrated a successful performance on the training set 

with an accuracy rate of 82.89%. However, the validation and test sets yielded results of 76.83% 

and 76.67%, respectively, indicating a slight decrease in performance during the validation and 

testing phases. This suggests that the model may have a tendency towards overfitting during 

training. 

DenseNet-121 Model: Similarly, this model achieved an accuracy rate of 82% on the 

training set. However, with accuracy rates of 76.83% on the validation set and 75.67% on the 
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test set, the model appears to maintain a generally balanced performance. The dense 

connectivity structure of DenseNet-121 may facilitate deeper learning and enhance 

performance, but caution should be exercised to avoid the risk of overfitting. 

ResNet-101 Model: The ResNet-101 model exhibited a notably superior performance 

with a high accuracy rate of 92.94% on the training set, clearly outperforming the other models.  

In the validation and test sets, results of 87.5% and 87.67% were obtained, respectively. 

This indicates that the model maintained its overall performance by minimizing the risk of 

overfitting to the training data.  

The high accuracy of ResNet-101 can be attributed to the effectiveness of its deeper 

layer structure and residual blocks (ResBlocks). Overall, while the ResNet-101 model offers 

the highest accuracy, the VGG-19 and DenseNet-121 models also stand out with their balanced 

performances. When choosing between these models, it is important to consider the application 

domain and the characteristics of the datasets to determine which model is more suitable. 

Considering all the results, it was observed that the ResNet-101 model achieved the 

highest correct classification rate and the lowest error values, especially on the test set. These 

findings suggest that among the classification algorithms used for tumor detection from MR 

images, the combination of DL models with SVM, particularly the ResNet-101 model, proved 

to be more effective. In conclusion, this study demonstrates that DL models are an effective 

approach for the classification of MR images, with the ResNet-101 model being particularly 

suitable for such applications 
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