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In this study, machine learning methods which linear regression and Gaussian process regression models are used to estimate the 
solar radiation on daily data set taken from the wind central in Zonguldak province in Turkey. The measured wind speed, 
temperature, pressure, humidity parameters together with solar radiation are used for the prediction process. In the prediction 
process, number of delay steps from 3 to 12 for these parameters are applied to the developed models. In order to determine the 
performance of the obtained model, the model is evaluated in terms of statistical error criteria such as MAE, MSE and RMSE. The 
least prediction error for the solar radiation prediction process is determined. It has been observed that Gaussian regression model 
approach provides a high performance to predict solar radiation with related to other measured parameters. 
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I .  I N T R O D U C T I O N  

ACHINE learning models are used to find a relationship 
in pattern recognition and classification problems where 

there is no representation between input and output, in data 
mining and prediction problems [1]. In machine learning 
models, there are supervised learning methods such as linear 
regression, nonlinear regression, artificial neural networks [2, 
3], support vector machine, k-nearest neighbors. Beside them, 
there are unsupervised learning methods and ensemble 
learning methods [1]. 

In the literature, single and hybrid estimator models are 
constructed for the estimation of hourly solar radiation. In the 
first stage, Multi-Layer Perception (MLP), Autoregressive 
Moving Average (ARMA) and persistence models are 
established. In the second stage, these are combined with 
Bayesian rules, resulting in a 14% improvement in the estimate 
[4]. Polynomial Basis Function (PBF) and Radial Basis 
Function (RBF) based Support Vector Regression (SVR) 
method are used for daily solar radiation estimation. It is 
shown that the SVR method based on PBF with different 
statistical indicators has higher prediction performance for 
1460 days solar radiation data [5]. Support Vector Machine 
(SVM) and Wavelet Transform (WT) methods have been 
combined to develop a hybrid estimation method. The 
proposed method is compared with other methods such as 
Artificial Neural Network (ANN), Genetic Programming (GP) 
and ARMA.  It has been shown that the proposed prediction 
model gives a low error value in estimating the solar radiation 
for the different input parameters [6]. Genetic Algorithm (GA) 
and pruning method based on optimal NARX estimator based 
on optimal brain surgeon optimization methods are used for 

wind speed and solar radiation estimation. The wind speed 
and solar radiation are estimated for different time periods 
from 8 hours to 24 hours. It is mentioned that the proposed 
method can be applied in photovoltaic (PV) estimation and 
wind power generation [7]. In [8], monthly temperature, 
sunshine duration, meteorological data are used for solar 
radiation estimation. Adaptive Neuro-Fuzzy Inference System 
(ANFIS) is used in the estimation phase. It is stated that the 
proposed model is effective for practical applications. 

In this study, solar radiation estimation is done by linear 
regression and Gaussian process regression methods using 1-
year data consisting of daily time series. For wind speed, 
temperature, humidity and pressure variables, the coefficients 
obtained by the 1st order curve fitting method are calculated 
attached to the number of delay steps and are applied to the 
models. In the phase of model training, 10-fold cross-
validation method is used. According to the model results, 
models created with statistical indicators such as MAE, MSE 
and RMSE are calculated for different delay step counts. It is 
seen that the minimum MSE value for estimating the solar 
radiation value is given by the Gaussian Process Regression 
model for delay step count 11.  

This article is organized as follows: used methods and 
modelling are presented in Section II. Simulation and 
experimental results are given in Section III. Conclusions are 
finally discussed in Section IV. 

I I .  U S E D  M E T H O D S  A N D  M O D E L L I N G  

In this study, one-year data consisting of daily data taken 
from meteorological station in Zonguldak province is used for 
solar radiation estimation. The maximum, minimum, mean 
and standard deviation values for wind speed, temperature, 
relative humidity, current pressure and solar radiation 
variables in the used data set are given in Table I. For solar 
radiation, hourly data values are summed to get daily data set. 
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T ab l e  I .  S t a t i s t i c a l  V a l u es  o f  V ar i ab l es  

Parameters Max. Min. Mean Std. Dev. 

Wind Speed (m/s) 5 0 2.07 0.78 

Temperature (ºC) 26.2 0.2 15.03 7.17 

Humidity (gr/m3) 99 31 75.66 14.40 

Pressure (mbar) 1016 978 999 6.13 

Solar radiation 
(W/m2) 

22130 480 10864 6382 

 MU L T I P L E  LI N E A R  R E G R E S S I O N  MO D E L  A.
A In the multiple linear regression model, the relationship 

between multiple independent variables (𝑥1,  𝑥2,  𝑥3, 𝑥4) and a 
dependent variable (𝑦�) is examined. The regression function 
used in this study is the first order, and it is assumed that each 
independent variable is a linear relationship with the 
dependent variable, as in (1) 

𝑦� = 𝑏0+𝑏1𝑥1 + 𝑏2𝑥2 + 𝑏3𝑥3 + 𝑏4𝑥4 (1) 

where  𝑏0 is the y-axis cut point of the modified regression 
curve,   𝑏1 is the coefficient 𝑥1 of the first guess variable, and 
𝑏2 is the coefficient 𝑥2 of  the first guess variable so on. 

In this study, wind speed, temperature, humidity, pressure 
are used as independent variable (𝑥1,  𝑥2, 𝑥3 and 𝑥4) 
respectively and solar radiation is used as a dependent variable 
(𝑦�). 

 GA U S S I A N  PR O C E S S  RE G R E S S I O N  MO D E L  B.
In supervised learning, it is expected that similar predictor 

values 𝑥𝑖 and response values 𝑦𝑖  have close. In Gaussian 
processes this similarity is given by a related covariance 
function [9]. It is determined the covariance between two 
latent variables 𝑓(𝑥𝑖)  and 𝑓(𝑥𝑗) for 𝑖 ≠ 𝑗.  The signal length 
of the predictor is expressed as 𝑁. 

 The covariance function is expressed by different kernel 
functions such as Squared exponential, Exponential, Gibbs, 
Matérn and Rational quadratic kernel. The rational quadratic 
kernel is used in this study. The covariance function 𝑘(𝑥𝑖,𝑥𝑗) 
can be expressed as 𝑘�𝑥𝑖 , 𝑥𝑗�𝑦�� in (2) in terms of kernel 
parameters in the 𝑦�  vector. 
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𝜎𝑓  and 𝜎𝑙 denote the signal standard deviation and 
characteristic length scale, respectively. α indicates rational 
quadratic exponent. The value of 𝑟 in (3) is the Euclidean 
distance between 𝑥𝑖 and 𝑥𝑗 . It is possible to use a separate 
length scale (𝜎𝑚) for each predictor 𝑚, 𝑚 =  1, 2, . . . ,𝑁. For 
each predictor, covariance functions with separate length scale 

implement automatic relevance determination (ARD). In this 
case, the covariance function, 𝑘�𝑥𝑖 , 𝑥𝑗�𝑦�� is expressed as in (4). 
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 FE A T U R E  EX T R A C T I O N  A N D  NO R M A L I ZA T I O N  C.
W I T H  C U R V E  FI T T I N G  

Using (5), coefficients of curve fitting in the first order 
linear function are calculated taking into account the number 
of delay steps for wind speed, temperature, humidity and 
pressure values. 

𝑦� = 𝜑𝑖𝑥 + 𝜓𝑖  (5) 

T ab l e  I I .  E x t r a c t e d  Fe a tu r es  an d  T h e i r  L ab e l s  

Parameters Features Feature label 

Wind Speed [𝜑1,𝜓1] F1 F2 
Temperature [𝜑2,𝜓2] F3 F4 

Humidity [𝜑3,𝜓3] F5 F6 
Pressure [𝜑4,𝜓4] F7 F8 

 
The min-max normalization equation in (6) is used for the 

feature coefficients in Table II and solar radiation variable.  

𝑓𝑖,𝑛𝑛𝑛 =
𝑓𝑖,𝑜𝑙𝑜−𝑓𝑚𝑖𝑛
𝑓𝑚𝑚𝑚−𝑓𝑚𝑖𝑛

 (6) 

where 𝑓 is the feature vector, 𝑓𝑖 is i th element of feature 
vector, 𝑓𝑖,𝑜𝑙𝑜  is the old value of i th element in feature vector, 
𝑓𝑚𝑚𝑚  is the maximum value of feature vector, 𝑓𝑚𝑖𝑛 is the 
minimum value of feature vector, 𝑓𝑖,𝑛𝑛𝑛 is the new value of i th 
element in feature vector. In Table I, the range values for all 
variables are converted to the range [0, 1].  

 EV A L U A T I O N  O F  MO D E L  AC C U R A C Y  D.
There is no single criterion for evaluating the performance of 

the model. Graphical representations can give an idea of 
model performance. Model performance can obtained by 
plotting the estimated time series on the real time series. 
Distribution of the error can be observed with the scatter plot 
[1].  

Apart from these, there are indicators that represent 
mathematical model performance. In Equation (7-9), Mean 
Absolute Error (MAE), Mean Squared Error (MSE) and Root 
Mean Squared Error (RMSE) are given.  
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The error is expressed  

ˆn n ne y y= −  (10) 

where 𝑦𝑛 is observed for a given time n and 𝑦�𝑛 is the predicted 
time series. The Pearson linear correlation coefficient, which is 
an indicator of the relationship between input and output for 
𝑚 = 4, is calculated as 
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when the R value is 1, it is said that there is a linear 
relationship. When the R value is 0, there is a nonlinear 
relationship between input and output.  

I I I .  S I M U L A T I O N  A N D  E X P E R I M E N T A L  
R E S U L T S  

The one-year wind speed, temperature, relative humidity, 
current pressure and solar radiation data from the daily time 
series from the meteorological station are filtered by 10-day 
average filter in the smoothing process. The curve fitting 
coefficients are obtained from each feature by the first order 
curve fitting method. In this study, solar radiation estimation 
is performed by using different numbers of delay steps for 
linear regression and Gaussian process regression models such 
as wind speed, temperature, relative humidity and current 
pressure values as input, solar radiation value as output.  

The generated models are compared with graphical 
representations, error indicators and the best prediction model 
is chosen for number of delay steps from 3 to 12. The 
simulation is performed in MATLAB. The errors that occur 
for two different estimation models are given in Figure 1-3.  

When the MAE, MSE and RMSE values are examined, it is 
observed that the error values decrease when the number of 
delay steps is increased. In the Gaussian process regression 
method, it is seen that the error amount is less than the linear 
regression method. The minimum MSE value is obtained for 
the Gaussian process regression model when the number of 
delay step is 11. 

The solar radiation value estimated by the model obtained by 
the Gaussian Process Regression Method and the actual value 
are shown in Figure 4. When the estimated values of the 
obtained model are examined, it is seen that the error amount 
is very low. The relationship between the actual values and the 
predicted values is shown in scatter plot in Figure 5. This 
relation is expressed by first order linear regression with 
𝑦 = 0.99𝑥 +  0.0033 equation. R is calculated as 0.99792, and 
it is concluded that the model is successful in predicting the 
actual solar radiation values. 

 

 
 T h e  M A E  c h an g e  d u e  to  th e  n u m b er  o f  d e l ay  Fig. 1. 

s t ep s  f o r  th e  tw o  es t i m at i o n  m eth o d s .  

 
 T h e  M S E  c h an g e  d u e  to  th e  n u m b er  o f  d e l ay   Fig. 2. 

s t ep s  f o r  th e  tw o  es t i m at i o n  m eth o d s .  

 
 T h e  R M S E  c h an g e  d u e  t o  th e  n u m b er  o f  d e l ay  Fig. 3. 

s t ep s  f o r  th e  tw o  es t i m at i o n  m eth o d s .  
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 S o l ar  r a d i a t i o n  p r e d i c t i o n  b y  G au s s i an  p r o c es s  Fig. 4. 

r eg r es s i o n  m e th o d .  

 
 Scatter plot for real and predicted points. Fig. 5. 

I V .  C O N C L U S I O N S  

In this article, linear regression and Gaussian process 
regression methods are used to develop a solar radiation 
prediction model that gives the least error. One-year wind 
speed, temperature, pressure, humidity and solar radiation 
values data consisting of one daily time series taken from 
meteorological station in Zonguldak province are used for 
solar radiation estimation. Coefficients are generated by first 
order curve fitting for variables outside the solar radiation. In 
the solar radiation prediction process, number of delay steps 
from 3 to 12 for these parameters are applied to the created 
models. In training phase, in order to measure the model 
performance, a 10-fold cross-validation method is applied 
independently of the data. It is determined that the Gaussian 

process regression method has a lower MSE value than the 
linear regression method. For the model and model 
parameters for which the best result is obtained, the MAE 
value is calculated as 0.016620, the MSE value is 0.000514 and 
the RMSE value is 0.022674. The predicted solar radiation 
versus real solar radiation for the given minimum error model 
is plotted. Also, it is observed that the performance is high by 
scatter plot. 
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