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1. Introduction  
CNN was first proposed by Fukushima in 1988. 
However, due to the limited computing capacity of 
computer hardware, they could not be used to train the 
network. LeCun and colleagues [1] used a gradient-
based learning approach to classify handwritten digits 
using CNNs and achieved success. Later, various 
researchers have proposed different CNN architectures 
to improve CNN performance and successfully applied 
them to different areas like segmentation, classification, 
image recognition. VGG-16, GoogleNet, ShuffleNet, 
AlexNet, MobileNet-V2, and VGG-19 are among the 
most popular CNN architectures. 

In parallel with the developments in CNNs, the number 
of hyper parameters has also increased remarkably. 
These hyper parameters can be listed as number of 
layers, stride, sizes of filter and pooling, and the 

specifications in each fully-connected layer and so forth 
[2]. In recent times, various approaches have been 
proposed in order to optimize these hyper parameters. 
Similarly, the current work uses the Equilibrium 
Optimization (EO) technique introduced by Faramarzi et 
al. [3] to optimize the first convolutional layer 
hyperparameters of the AlexNet. As a result, the 
suggested technique was named WF-AlexNET. 

The present study mainly focuses on improving the 
performance of AlexNet and proposing a classifier with a 
higher performance.  

Some algorithms which have been used to optimize CNN 
in the existing literature until now are as follows:  

1- Asynchronous successive halving algorithm [4]. 

2- Bayesian optimization [4]. 

3- Equilibrium optimization [5]. 
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4- Evolutionary algorithm [6]. 

5- Genetic algorithm [7]. 

6- Gray wolf optimizer algorithm [8]. 

7- Grid search [4]. 

8- Particle swarm optimization [9,10]. 

9- PSF-HS Algorithm [11]. 

10- Randomized L'evy flight coati optimization [12]. 

11- Random search [4]. 

Wojciuk et al. [4] discussed the importance of different 
hyperparameters and compared them by optimizing the 
hyperparameters of CNN using asynchronous 
successive halving algorithm, grid search and random 
search, Bayesian optimization. The authors also 
performed fine-tuning of the hyperparameters. As a 
result, optimizing the hyperparameters of the CNN 
resulted in an increase of up to 6% in classification 
accuracy. Emam et al. [12] introduced a method for 
classifying breast cancer, utilizing the DenseNet 
architecture to extract features from breast thermal 
images. In their study, they fine-tuned the model's 
hyperparameters to achieve optimal classification 
performance. The authors also applied a randomized 
L'evy flight to optimize specific hyperparameters within 
the DenseNet121 architecture, naming their approach 
LFR-COA-DenseNet121-BC. 

Naik et al. [8] introduced a method utilizing a CNN for the 
identification of primitive Indian paddy grains. In their 
research, the CNN's hyperparameters were fine-tuned 
with the gray wolf optimizer, which enhanced the 
classification performance. In a another study, Nguyen 
et al. [5] developed a time-series prediction method for 
traffic transportation, where they employed the meta-
heuristic EO algorithm to train the CNN instead of the 
conventional backpropagation technique. Similarly, 
Esfahanian and Akhavan [7] applied Genetic Algorithms 
to optimize CNN architectures. Wang et al. [9] proposed 
a PSO-based approach to refine the hyperparameters of 
CNNs for better performance. 

Soon et al. [13] developed a CNN architecture that 
includes hyperparameter optimization for recognizing 
car brand logos. In the related study, Lee et al. [11] 
utilized the PSF-HS algorithm, a meta-heuristic 
optimization technique, to optimize hyperparameters 
during the feature extraction phase of a CNN. Bochinski 
et al. [6] developed an evolutionary approach for tuning 
the hyperparameters of a CNN model. Similarly, Xiao et 
al. [14] used a variable-length GA to automatically adjust 
and improve the performance of CNNs by optimizing 
their parameters.  

Yildirim et al. [15] performed the classification of weather 
images with the hybrid method they proposed using 
deep learning, SVM classifier, and mRMR feature 
selection methods. Chen et al.[16] proposed a cascade 
machine learning forecasting system for 15-day global 
weather forecasting and named it FuXi. Venkatachalam 
et al. [17] proposed the weather forecasting approach 

based on the deep learning model Long Short-Term 
Memory and the transductive long short-term memory 
model. 

The main contributions of the present study can be 
summarized as follows:  

1) In this study, the hyperparameters of CNN's 
AlexNet architecture were optimized with EO, one of the 
new metaheuristic algorithms. 

2) In our proposed approach, AlexNet's accuracy 
value increased significantly at fewer epochs compared 
to the approaches in the literature. 

3) The WF-AlexNET was compared with 
unoptimized CNN architectures frequently used in the 
literature, and it was clearly stated that the WF-AlexNET 
demonstrated superior classification performance. 

The organization of the present study is as follows: 
Section 2 describes the EO, AlexNet and CNN. Section 
3 and 4 present the WF-AlexNET and experiments, 
respectively. Section 5 concludes the study.  

2. Material and Method 
2.1. Equilibrium optimization algorithm 
EO, a cutting-edge meta-heuristic optimization 
algorithm, was recently introduced by Faramarzi et al. 
[3]. It draws inspiration from control volume mass 
balance models, which are used to estimate both 
dynamic and equilibrium states. In the EO framework, 
each particle, representing a potential solution, functions 
as a search agent with its concentration (or position) 
guiding the search process. The algorithm involves 
several key steps, which are outlined below. For a 
comprehensive overview of the EO algorithm, refer to 
Faramarzi et al. [3]. The pseudo-code for the EO 
algorithm is illustrated in Figure 1.  

 
Figure 1. Pseudo code of EO 

2.2. Convolutional neural networks 
The development of CNNs was inspired by the visual 
processing system of animals [18,19]. CNNs have 
become a popular tool in image and voice processing 
due to their capability to automatically and adaptively 
extract features during training [20]. However, to build an 
effective CNN architecture, it is essential to carefully fine-
tune the hyperparameters.  
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CNN architecture mainly consists of three layers: 
Convolution, pooling, and fully connected layers. 
Convolution, which is the layer for feature extraction, is 
considered as one of the most significant components of 
a CNN architecture [20]. Specially, given the pivotal role 
of the initial convolution layer in extracting features from 
unprocessed data, extant literature indicates that the 
optimization of hyperparameters can markedly enhance 
the performance of the initial convolution layer [9,21]. 

In the present study, WF-AlexNET approach was 
proposed using EO algorithm in order to optimize hyper 
parameters such as filter size, filter number, stride and 
padding in the first convolution layer of AlexNet 
architecture [22]. The weather dataset was chosen as a 
test data to evaluate the performance of the WF-
AlexNET in image processing. Additionally, the results of 
the WF-AlexNET were compared with those of five 
distinct CNN: VGG-19, GoogleNet, ShuffleNet, 
MobileNet V2, and VGG-16. The MobileNet CNN model 
comprises 53 layers and accepts images of 224x224 
dimensions as input [23]. The ShuffleNet, introduced by 
Zhang et al. [24], comprises 50 layers and accepts 
images of dimensions 224x224. GoogleNet, introduced 
by Szegedy et al. [25], has a depth of 22 layers and an 
image input dimension of 224x224. Finally, VGG-16 and 
VGG-19, introduced by Simonyan and Zisserman [26], 
are CNN models with a depth of 16 and 19 layers, 
respectively, and an image input dimension of 224x224. 

2.3. AlexNet 
In [22], Krizhevsky and colleagues proposed the AlexNet 
model, which accepts images with dimensions of 227 x 
227. The network comprises 5 convolution layer and 3 
fully connected layers. Furthermore, following the 
convolution 1, 2 and, 5, there are 3 additional maximum 
pooling layers with a kernel size of 3x3. Figure 1 shows 
the main layers of AlexNet. Table 1 shows the filter size, 
filter number, stride and padding values of the 
convolutional layers. 

Table 1. The hyperparameter settings of AlexNet's convolution 
layers. 

 
 Filter 

Size 
Filter 
Number 

Stride Padding 

Convolution1 11x11 96 4 0 
Convolution2 5x5 256 1 2 
Convolution3 3x3 384 1 1 
Convolution4 3x3 384 1 1 
Convolution5 3x3 256 1 1 

 

 
Figure 2. AlexNet architecture 

3. Optimizing hyper-parameters 
of AlexNet using the equilibrium 
optimization algorithm 
3.1. Preprocessing 

Wiener filter is a statistical approach used to improve a 
noisy image or signal. Its main purpose is to minimize the 
effect of noise by making the best estimate of the original 
signal. The Wiener filter is used to both reduce random 
noise and correct the distorted signal. It was aimed to 
purify the images from noise by passing the images in 
the Multi-class Weather [27] dataset used in this study 
through the Wiener filter. Thus, it is ensured that the 
proposed method works with superior performance in 
terms of accuracy. 

3.2. Optimizing AlexNet's 
Hyperparameters and Classification 
Process 
It is of great consequence to calibrate the 
hyperparameters of CNN in an optimal manner to 
enhance the efficacy of CNN performance. The present 
work introduces the WF-AlexNET strategy, which uses 
the EO to optimize hyperparameters of the initial 
convolution layer in the AlexNet CNN model. Therefore, 
the present study aims to achieve the lowest Accuracy 
Error (ACCerr) value in Equation (1) during the training 
process of AlexNet, in other word reaching the highest 
Validation Accuracy. 

𝐴𝐶𝐶!"" = 100 − 𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛	𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦                           (1) 

 

Figure 3. Flowchart of WF-AlexNET 

The flow chart in Figure 3 depicts the essential 
processes in the proposed WF-AlexNET technique. 
First, GP, a2, and a1 parameters of the EO is adjusted. 
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Subsequently, the algorithm generates an initial 
population of particles, each of which is assigned a 
random set of values. These particles are four-
dimensional, representing the filter size, number of 
filters, stride, and padding parameters in AlexNet's 
convolutional layer. The current study's upper and lower 
bounds for these parameters are detailed in Table 2. 
Following these limits, each particle in the initial 
population is generated using equation (2). 

𝑃($,&) = 𝐿𝐵(&) +	𝑟𝑎𝑛𝑑($,&)8𝑈𝐵(&) − 𝐿𝐵(&):,	
	𝑖 = 1,2,… ,𝑁, 𝑗 = 1,… ,4                                                               (2) 

Table 2. Hyper-parameters to optimize and their ranges. 
Parameter LB UB 

Filter size 1 11 

Filter Number 20 120 

Stride 2 5 

Padding 0 4 

The parameters of the convolution layer are given 
integer values. In the initial population and subsequent 
EO steps, particles possess real values. Consequently, 
the next phase of the proposed method involves 
rounding each particle's value to the nearest integer. 

In order to calculate the fitness values of a particle, the 
following steps are undertaken: First, the particle's 
values, for which the fitness value is to be computed are 
allocated to the parameters of the filter size, filter 
number, stride, and padding in Alexnet's first 
convolutional layer. The CNN is then taught using 
training data sets based on a given epoch. Once the 
training process is complete, the ACCerr value is 
calculated using the equation (1), and this value is 
returned as the fitness value. 

Following this, an equilibrium pool and particle storage 
are established using four particles that exhibit the best 
fitness (with the lowest ACCerr) and a fifth particle that 
represents the arithmetic mean of these four. The G0, G, 
F, and GCP values for each particle are then computed 
and updated accordingly. Once the termination criteria 
are satisfied, the particle with the best fitness value is 
chosen as the final solution. 

4. Experimental results 
This work presents an EO based WF-AlexNET technique 
for optimizing the AlexNet CNN model's first convolution 
layer hyperparameters in order to improve classification 
performance. The suggested approach's image 
classification efficacy was tested using the weather 
dataset as a benchmark. In addition, the suggested 
approach's results were compared to those of five unique 
CNN are given in Section 2.2. This section contains the 
picture dataset, experiment design, and comparative 
experimental results from the current investigation. 

4.1. Image datasets 
In the present study, Multi-class Weather [24 27] was 
selected as image classification dataset. Multi-class 

Weather dataset consists of four classes and 1124 
images. 920 and 204 images were randomly selected for 
training and testing, respectively. In addition, during the 
training, 70% of the training data in these three datasets 
were used for the training process, while the remaining 
30% were used for the training validation. Testing data 
were used for testing after the training process. Figure 4 
shows samples from this dataset. 

 

Figure 4. Sample images from the dataset 

4.2. Experimental setup 
All experiments were conducted using MATLAB R2024a. 
For the WF-AlexNET method, the parameters GP, a2, 
and a1 were set to 0.5, 1, and 2, respectively. The initial 
population size and the maximum number of iterations 
were both set to 10. An initial learning rate of 0.0005 was 
used for the WF-AlexNET as well as for other CNN 
models. The training consisted of 10 epochs, and each 
model was evaluated over ten runs on the dataset. The 
models were compared based on their standard 
deviation, F1 score, maximum accuracy, and overall 
accuracy. 

4.3. Experimental results 

First, the results of only these two methods were 
compared in order to see how the proposed WF-
AlexNET affects the success of the standard AlexNet 
model. Mean train validation accuracy and test accuracy 
values obtained from 10 independent runs on all 
datasets are given in Table 3. In addition, confusion 
matrices obtained 10 independent runs on Weather 
dataset are shown in Figure 5 and 6, respectively. 

Table 3. WF-AlexNET and AlexNet mean accuracy values 

 Train validation Test 

AlexNet (%) 80.90 85.00 
WF-AlexNET (%) 91.40 91.51 
Increment (%) 10.5 6.51 

As indicated in Table 3, in the training, the proposed 
approach has resulted in a 10.5% increase for AlexNet.  
Likewise, there has been a 6.5% increase in the mean 
accuracy values for testing. 
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When analyzing Figure 6, AlexNet yielded a lower 
classification accuracy rate in three other classes except 
sunrise. On other hand, WF-AlexNET's accuracy rate 
increased for sunrise compared to AlexNet, but more for 
the other three classes. 

 

 

 
 

Figure 5. Sample images from the dataset 

 

 

Figure 6. Sample images from the dataset 

Table 4. Results for all models 

 
Model Validation Test 
 Mean 

Acc. 
Max Acc. F1-Score Std.  Mean 

Acc. 
Max Acc. F1-Score Std.  

MobileNet-V2 74.58 77.61 71.54 3.60 76.86 81.86 74.29 3.20 

ShuffleNet 84.58 89.16 83.16 3.24 88.33 93.13 87.13 3.06 

GoogleNet 83.53 87.36 82.04 4.11 86.37 90.20 84.81 2.66 

VGG-16 78.73 81.58 76.25 1.75 82.25 85.29 80.12 2.01 

VGG-19 79.81 83.39 78.20 2.99 84.21 89.21 82.78 3.77 

AlexNet 80.90 83.03 78.77 1.56 85.00 87.74 83.04 2.32 

WF-AlexNET 91.40 92.41 91.03 0.65 91.51 94.60 90.57 2.46 
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Figure 7. Mean validation accuracy curves for all models in experiments on the Multi-class Weather dataset 

Standard deviation, F1-score, maximum accuracy, and 
mean accuracy of the all models obtained from 10 
independent runs are given in Table 4. 

It can be understood from Weather dataset findings that 
F1-score, maximum accuracy, and mean accuracy of 
WF-AlexNET for train were calculated as 91.03, 92.41, 
and 91.40, respectively. This performance was followed 
by ShuffleNet with 83.16, 89.16, and 84.58. Conversely, 
the lowest values were produced by MobileNet-V2 with 
71.54, 77.61 and, 74.58. WF-AlexNET was the most 
accurate at 91.51%, followed by ShuffleNet at 88.33% 
and VGG-16 at 82.25%. The lowest standard deviation 
value belonged to VGG-16 with 2.01.  

Mean validation accuracy curves of all models obtained 
from Weather dataset are shown in Figure 7. It can be 
clearly seen that the highest performance was displayed 
by WF-AlexNET, while the lowest performance was 
displayed by MobileNet-V2. It can also be observed that 
accuracy value of AlexNet increased from 35% to 70% 
during the first 60 iterations, while displaying a more 
horizontal performance in the remaining iterations. Other 
models displayed performances closer to each other and 
yielded similar results. 

In Table 5, the image classification accuracy of WF-
AlexNet was compared with several state-of-art methods 
in terms weather dataset. The maximum accuracy of 
WF-AlexNet in 10 independent runs is 94.60%. 
According to these results, in Table 5, the proposed 
approach outperformed the other weather dataset 
models in image classification accuracy. 

Table 5 Accuracy Comparison of proposed WF-AlexNet 
approach with other state-of-art methods for weather 

prediction 

Source Models/Methods Number 
of 
classes     

Overall 
Acc (%) 

Oluwafemi  
et al. [28] 

Ensemble 
Method 

4 (cloudy, 
rainy, 
sunshine, 
sunrise) 

86 

 
Tian et al. 
[29] 

Spiking neural 
network 

4 (cloudy, 
rain, 
sunshine, 
sunrise) 

93.5 

Proposed WF-AlexNet 4 (cloudy, 
rain, 
shine, 
sunrise) 

94.60 

5. Conclusion 
In this research, we introduced WF-AlexNET, an 
innovative method to optimize the hyperparameters of 
the initial convolutional layer in the AlexNet CNN model 
using the EO algorithm. The primary objective was to 
enhance the classification performance of the AlexNet 
architecture, particularly in the context of weather data 
analysis. The experimental results indicate that the 
proposed WF-AlexNET approach significantly improves 
the accuracy and robustness of the AlexNet model 
compared to its standard, unoptimized version and other 
prominent CNN architectures, such as VGG-19, VGG-
16, GoogleNet, ShuffleNet, and MobileNet-V2. 

Our approach's success can be attributed to the precise 
optimization of critical hyperparameters—filter size, filter 
number, stride, and padding—in the initial convolutional 
layer, which plays a pivotal role in feature extraction. By 
employing the EO algorithm, we effectively fine-tuned 
these parameters, resulting in a marked improvement in 
both validation and test accuracy. Specifically, WF-
AlexNET achieved a 10.5% increase in mean validation 
accuracy and a 6.51% improvement in test accuracy 
over the standard AlexNet, highlighting the efficacy of the 
proposed method. Furthermore, WF-AlexNET 
consistently outperformed the comparative CNN models 
across multiple evaluation metrics, including F1-score, 
maximum accuracy, and standard deviation, reinforcing 
its superiority in image classification tasks. The results 
also demonstrated that our method required fewer 
epochs to achieve higher accuracy, making it not only 
more accurate but also more efficient in terms of 
computational resources and training time. 

The significance of this work lies in its contribution to the 
ongoing efforts to optimize CNN architectures for better 
performance. By focusing on the initial convolutional 
layer—a critical component of CNNs—this study 
provides insights into the importance of hyperparameter 
optimization in improving model accuracy. The success 
of WF-AlexNET underscores the potential of EO and 
similar meta-heuristic algorithms in enhancing CNN 
performance, offering a valuable tool for researchers and 
practitioners working on image classification and other 
related fields. 
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In conclusion, the proposed WF-AlexNET approach 
offers a high-performance solution for weather image 
classification, with potential applications extending to 
other image classification tasks. Future research could 
explore the application of the EO algorithm to optimize 
other layers within CNN architectures or extend the 
approach to different CNN models and datasets. 
Additionally, integrating WF-AlexNET with other 
optimization techniques could further refine its 
performance, paving the way for even more robust and 
efficient image classification solutions. 
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