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ABSTRACT

Cybercrime is one of the fastest-growing crimes worldwide. It is observed that every seven 
seconds, cyber attackers penetrate cyber systems. While detecting an anomaly or attack, the 
log system is one of the crucial components of any system storing and managing all the events. 
It has always been challenging to detect an anomaly in logs. This is because of continuous 
and ever-changing log events and their mutability property. In this paper, we develop a ma-
chine learning-based artificial intelligence approach to address this issue of log analysis by 
proposing two modules. The first one is anomaly detection using different machine learning 
models. The second one is a distributed immutable storage system for securely storing the 
logs. In addition, we present a descriptive and user-friendly web application by integrating all 
modules using HTML, CSS, and Flask Framework on the Heroku cloud environment. The re-
sults demonstrate that the proposed hybrid machine learning models are capable of achieving 
99.7% accuracy in detecting network anomalies.
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INTRODUCTION

As both people and technology improve, there are 
more requests being made of the server than ever before, 
which increases the generation of Log data. On the other 
hand, there are more cyberattacks happening now, and log 
analysis and anomaly detection are becoming increasingly 
important [1, 2]. With security aspects, log entries are an 

essential part where developers must be aware of users 
injecting malicious content into logs called log injection. 
Security Logging and monitoring Failures are so at risk that 
they made Open Web Application Security Project Top 10 
2022 [3, 4]. Typically, organizations that routinely check 
and analyze logs are better able to spot mistakes. The orga-
nization may even be able to identify issues with a sophisti-
cated log analysis tool, considerably reducing the time and 
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expense of remedy. The log also assists the security engi-
neers in reviewing the events that preceded the error, which 
may make it simpler to troubleshoot and fix the problem 
going forward [5, 6]. Additionally, for big businesses like 
Meta and Google, where the volume of data is so enormous 
that even with the presence of specialists, manual presence 
has not been sufficient, machine learning has come to the 
rescue with automatic anomaly detection that requires little 
to no human involvement. However, it has been difficult to 
change every few years because there isn’t a sufficient stan-
dard up-to-date actual log labeled data set for reference and 
log message [7, 8].

According to security analysts, there will be a cyber-
security attack occurring every seven seconds around the 
globe by the end of 2023 [9]. The key idea of this paper 
is to develop suitable solution that will act as both a pro-
active and reactive approach to tackle the cyber security 
related risks and issues occurring in organizations. This 
solution processes the most minor yet crucial component 
of data generated from any activity performed within an 
organization’s systems Logs. Building different test beds 
for producing random log files has also been a significant 
achievement in the cyberspace for research reference. All 
types of machine learning models, from clustering to neu-
ral networks, have been evaluated and contrasted using 
data sets that have previously been collected [10]. The real-
ness of the data set has proven difficult because the majority 
of conventional data sets are dated.

This paper proposes Blockchain for log storage and 
data sets from the most realistic test beds with suitable 
anomaly detection algorithms. To execute it, we develop 
a model for detecting threats and vulnerabilities at differ-
ent levels in systems. These are server logs and network 
devices logs using multiple machine learning algorithms 
such as KNN and Isolation Forest to analyze logs and pre-
vent any forgery in a log of the system. In order to main-
tain the indignity of logs we are also propose distributed 
immutable storage.

As cyber threats are becoming more sophisticated 
our existing monitoring systems are not enough to detect 
the threats. The best examples of that are APT (advanced 
persistent threats) a sophisticated, sustained cyberattack 
in which an intruder establishes an undetected pres-
ence in a network in order to steal sensitive data over 
a prolonged period of time. To cover up tracks most of 
the time these malwares try to update or delete systems 
and network logs. Making them undetected for a longer 
period of time. So, we are proposing solutions on these 
problems by securing most crucial logs then by provid-
ing a machine learning based detection mechanism to 
detect and alert about threats, with a neat and optimized 
user interface. 

The use of blockchain technology for log storage is 
described in the study. This innovative method improves 
the immutability and security of log data. The study main-
tains the integrity and reliability of log records by utilizing 

a decentralized and tamper-proof blockchain ledger. Our 
Proposed Model also addresses the detection of threats 
and vulnerabilities at different levels within systems. Our 
proposed work’s novelty lies in its holistic approach to log 
management and security.

It combines blockchain technology, machine learning 
algorithms, and realistic test bed scenarios to detect and 
prevent threats and vulnerabilities in a multi-level system. 
Distributed immutable storage is also used to guarantee the 
long-term security and integrity of log data. Together, their 
contributions increase cybersecurity and log management.

Our proposed approach can be enhanced to the fol-
lowing Applications of Log Analysis using Blockchain with 
Artificial Intelligence:

a. Fraud Detection and Prevention: Blockchain tech-
nology can be used to keep track of transaction records in 
the banking and e-commerce sectors. Then, these records 
can be examined by AI models to spot suspicious or fraud-
ulent activity. Real-time flagging of suspicious transactions 
can help stop financial fraud and ensure secure transactions.

b. Healthcare Data Management: Blockchain technol-
ogy can be used by healthcare organizations to safely log 
patient information, medical history, and access logs. AI can 
help with data analysis for medical research, trend detec-
tion in patient care, and privacy compliance. Additionally, 
it can aid in identifying unwanted access to private medical 
records.

c. IoT Security: Blockchain can secure device commu-
nication logs in the Internet of Things (IoT), and AI can 
check these logs for anomalous device behavior to assist 
stop security breaches and safeguard crucial infrastructure.

d. Authentication and Access Control: User identi-
fication and access control logs can be securely managed 
using blockchain technology. By regularly examining user 
activity patterns to spot unwanted access attempts, AI algo-
rithms can improve security.

The remainder of this paper is organized as: Section 2 
discusses the background and overview of Blockchain and 
related terms in different headings such as Blockchain, 
Distributed System, Merkle Tree, and Logs. Section 3 
enhances the related work of log analysis and presents the 
state-of-the-art comparison of solutions for Log Analysis. 
We develop the proposed model in Section 4. The eval-
uation of the proposed model is presented in detailed in 
four different headings: Apache Logs Analysis, Network 
Log Analysis, Blockchain, and Demonstration of Web App. 
Section 5 gives detailed result analysis. The last section 
includes the conclusions.

Related Work
LogRobust anomaly detection based on log analysis 

is proposed by [11] to mitigate the problem of anomaly 
detection on unstable logs by finding the critical semantics 
information and processing through Bi-LSTM model col-
lecting from the Hadoop and Microsoft System. Authors 
in [12] proposed anomaly log detection with automatic 



Sigma J Eng Nat Sci, Vol. 42, No. 5, pp. 1391−1409, October, 2024 1393

neighbor selection for supervised KNN algorithm mit-
igating the problem of proper Kneighbors selection for 
large-scale data with different distribution. A similar logs 
min hash algorithm is used for grouping, and an MVP tree 
is used for each bucket. Authors in [13] have reviewed the 
robustness of the LSTM network for the detection and 
classification of anomalous events in sensor files. In com-
parison, RNN could only compete in foreseen anomalies 
events with LSTM. This paper concludes that LSTM per-
forms far better than RNN in log-based anomaly detec-
tion an anomaly.

Authors in [14] has considered log files as a standard 
plain text file to apply NLP to extract information about 
the log events, including the most popular embedding 
technique, which is based upon Google’s word2vec algo-
rithm. This could perform online detection of any anomaly. 
Their future work includes the collation of their work with 
an unsupervised algorithm. Authors have proposed ADA 
which acronym of adaptive deep log anomaly detector [15]. 
It is unsupervised deep neural network framework that 
makes use of LSTM networks with the dynamic threshold. 
This framework has proven to increase the f1 score sig-
nificantly compared to existing methods with decreased 
storage.

To prevent log manipulation, authors suggested a cloud 
blockchain-based log system and included a tamper detec-
tion tool called Logchain [16]. Authors described offering 
blockchain-based log storage as a service in [17]. utilizing 
the Ethereum public blockchain network for block valida-
tion and merging current public and private blockchain 
services. Using blockchain technology for enterprise use, 
authors of [18] worked on Identity and Access Management 
(IAM) logs for the Internet of Things (IoT). enables the 
temper-proof IAM and keeps the users’ and transactions’ 
solubility; this makes it the best option for security audits 
and monitoring in businesses. 

Authors proposed in [19] Framework for a Secure Log 
Storage system using blockchain technology. It uses tem-
per proof and decentralization properties of blockchain 
by utilizing the Ethereum public blockchain for indexing 
and hashing log files. Medusa [20] is a blockchain-pow-
ered immutable storage system for storing logs. This paper 
mainly focuses on storing weblogs in a blockchain, and it 
yields much higher throughput and significantly lower 
latency.

In [21] authors developed a novel approach which keeps 
complete track of the underlying system events and also 
monitors dependencies and event occurrences and there-
fore learns the natural system behavior over the period of 
time and reports all the malicious actions that differ from 
the created system model.

A probabilistic technique was put forth by authors in 
[22] that shows the percentage frequency of occurrence 
of an event while still taking into account a false alarm 
rate that is acceptable. This paper provides [23] a scalable 
and successful process and event analysis technique that 

includes parallel algorithms to enable quick event correla-
tion for enormous amounts of process data. Over large 
event datasets, the MapReduce framework suggests a two-
stage process for identifying probable event connections 
and verifying them.

Authors in [24] proposed a unique algorithm based on 
the principles of filtering and verification, which is also 
called RF-GraP, which provides a very effective correlation 
in a distributed systems environment. Authors in [25] pro-
vide a detailed explanation of methods for correlating dif-
ferent security events and integrating diverse data sources 
for defense against cyber-physical threats. Authors in [26] 
set test beds with actual realistic generating log directory 
files for six days for evaluation purposes when testing for 
Intrusion Detection System. 

The literature review includes a variety of methods 
for anomaly detection and log analysis using machine 
learning methods. Bi-LSTM and KNN have both been 
investigated by researchers with an emphasis on handling 
unstable logs and large-scale data distribution. For online 
anomaly detection, Natural Language Processing meth-
ods like word embeddings are used. Performance in log 
anomaly detection has significantly improved thanks to 
deep learning techniques, specifically ADA using LSTM 
networks.

In summary, [12] addresses the difficulty of choosing 
appropriate neighbors for large-scale data by introducing a 
supervised KNN approach with automatic neighbor selec-
tion for anomaly log detection. According to [13], LSTM 
performs better than RNN in detecting abnormal events 
in sensor files than log-based anomaly detection. [11] sug-
gests using a Bi-LSTM-based method to examine logs from 
Microsoft System and Hadoop for anomaly detection. In 
contrast to current techniques, [15] offers ADA, an adap-
tive deep log anomaly detector employing LSTM networks 
with dynamic thresholds, which dramatically raises the F1 
score

We have done systematic comparison on the fol-
lowing parameters: R1- Anomaly Detection, R2- Server 
Log Analysis, R3- Network Log Analysis, R4-Resource 
Optimization, R5- Data Confidentiality Consideration, R6- 
Distributed File System. Table 1 provides the most recent 
comparison of Log Analysis solutions.

Background and Related Terms
 In this section, some required terms are introduced in 

order further understand the log analysis using distributed 
immutable storage. These terms are as follows: Blockchain, 
Distributed System, Proof-of-Work, Merkle Tree, Public 
Key Cryptography, Logs, Server Logs, Network Devices 
Log, and KNN Classifiers.

Blockchain
The word “Blockchain” describes a network of linked 

records that are highly resistant to alteration and are pro-
tected by encryption techniques. In 2008, blockchain 
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technology was first made public. A complicated data struc-
ture using an asymmetric encryption algorithm and hash 
functions was detailed in the well-known research paper 
on the Bitcoin cryptocurrency, Bitcoin: a peer-to-peer elec-
tronic cash system.

Distributed system
Distributed computing is a collection of independent 

systems or nodes interconnected in a network and can 
share idle resources currently not utilized by any other 
method. There are several disadvantages to this architec-
ture. There is an increased amount of computational power 
involved. It gets increased whenever a new node or server is 
added; there is a greater demand for storage, and the main-
tenance of this vast system is not easy. Interplanetary File 
System (IPFS) is a peer-to-peer protocol for a distributed 
cloud platform. It uses Blockchain to ensure decentralized 
architecture and no single point of failure. IPFS offers a sep-
arate naming system called IPNS for storing and accessing 
information quickly.

Proof-of-work
Proof-of-Work is the first consensus algorithm that was 

implemented in the blockchain network. Cur- rently, it is 
used by several blockchain technologies and add blocks. It 
has a decentralized ledger that holds information related 
to blocks and transactions. Proof-of-Work (abbreviated as 
PoW) to verify a transaction and add a new block to the 
Blockchain, consensus on the network is employed. With 

proof of work, miners compete to validate a transaction and 
get rewarded. A crucial part of the mining process is called 
Proof of Work, when miners locate a legitimate block by 
resolving a mathematical conundrum. Miners must con-
tinuously alter the nonce value until the generated hash 
is higher than a predetermined threshold since the block 
header contains a 32-bit nonce field.

Merkle tree
Blockchain data is securely encoded and hashed using 

the hash tree, often known as the Merkle tree. It permits 
effective mapping of large amounts of data, quicker block-
chain data validation, and quicker transfer of large amounts 
of data across nodes in a peer-to-peer blockchain network. 
We can quickly check the data consistency or where the 
change in data has occurred by crosschecking the root 
hash value without traversing the whole tree repeatedly. 
The entire set of data is fingerprinted using the root hash. 
The information kept in a Merkle tree’s leaf nodes is hashed 
before the hash values of both leaf nodes are combined. 
This continues until the tree’s root is reached. Merkle trees 
can be utilized in applications for distributed systems where 
copies or similar data are stored in many locations. At the 
moment, blockchain and bitcoin both use it.

Public key cryptography
Public key cryptography is asymmetric encryption in 

which data is transferred using two different keys, one for 
encryption and another for decryption. Here, the first two 

Table 1. Most Recent Survey and Comparison of Solutions for Log Analysis

Author Key Contributions R1 R2 R3 R4 R5 R6
Xu et al. [11] LogRobust is able to identify and handle unstable logs Yes Yes No No No No
Bingming et al. [12] Efficient KNN neighbour search for anomaly detection Yes Yes Yes Yes No No
Vinayakumar et al. [13] Evaluated simple LSTM model for anomaly detection Yes Yes No No Yes No
Christophe et al. [14] Mined log as normal text using NLP Yes Yes Yes Yes No No
Yali et al. [15] framework for lightweight anomaly detection. Yes No Yes Yes No No
Friedberg et al. [21] White listing based anomaly detection approach with event 

correlation
No Yes No Yes No Yes

Ambre et al. [22] Frequency based event correlation system for insider threat 
detection

Yes No Yes No No No

Reguieg et al. [23] Scalable event correlation system with MapReduce framework Yes Yes No No Yes Yes
Oliver et al. [24] Filtering-and-Validation based event correlation over 

distributed system
Yes No Yes No No No

Kotenko et al. [25] Heterogeneous data integration approach for event correlation Yes Yes No Yes No No
William et al. [26] Cloud based logging system using blockchain No Yes Yes No No Yes
John et al. [27] Log storage as service in public blockchain network No Yes No Yes No Yes
Nuss et al. [18] Enterprise level security audit system for IAM logs No Yes Yes No Yes No
Huang et al. [19] Tamper-proof decentralized log storage system No Yes No No Yes Yes
Wang et al. [20] Immutable storage system for web log data Yes No No Yes No No
Proposed Model Layered log analysis using ML & distributed immutable 

storage
Yes Yes Yes Yes Yes Yes
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keys are generated: the public and private keys. The receiv-
er’s public key is used for data encryption, and then the 
receiver can use his private key to decrypt and hence receive 
the confidential data. There are five steps in the entire pro-
cedure: Key generation, Key exchange, encryption, data 
transfer, and decryption.

Logs
Logs is defined as automated computer-generated data 

files that track activities performed by systems like operat-
ing systems, application servers, database servers, network 
devices, and many more during interaction with any user or 
another system. These activities could be logging, retriev-
ing or inserting data, deleting or modifying data, etc. The 
primary purpose of these logs is to keep all the records of 
such activities that are or could be responsible for detect-
ing any security issues in the systems in the future like its 
source, time, or medium [27].

Server logs
It is simply a text file automatically generated within the 

system server that contains the records of all activities per-
formed within it by users or another system like logging, 
input requests, and its response by who, whom, and when 
in a given period. Types of servers could be an application 
server, database server, network server, etc.

Network devices log
This category includes logs from network devices such 

as routers, switches, load balancers, intrusion detection sys-
tems, and more. These logs offer in-depth details on what 
is occurring. It keeps track of activities including program 
startup and shutdown, commands run, information about 
logging in and out, connections made, and more. This 
extensive history of operations is a perfect example of why 
log data should be referred to as a network’s footprints [28].

Machine learning for log analysis
The term machine learning was first used in 1959 by 

Arthur Samuel. He was a pioneer in the field of computer 
games and artificial intelligence. Machine learning is an 
application of artificial intelligence (AI) technology that 
gives systems the ability to automate the process of learn-
ing and to develop from experience without being coded 
separately. Machine learning concentrates on developing 
programs that can access and analyze a chunk of data and 
then use it for themselves. The learning process starts with 
collecting big data or observations, for example, specific 
information or instructions, for finding and creating pat-
terns in the data frame and making better decisions in the 
future based on the samples we provide. 

Below algorithms were used in our paper for log analy-
sis and anomaly detection. Isolation Forest Isolation Forest 
is an unsupervised machine learning algorithm that mainly 
detects anomalies instead of outlining regular data points. 
This algorithm is built based on decision trees like other 
ensemble tree methods. Outliers or anomalies are the data 

points that deviate significantly from the other observa-
tions. Compared to routine observations and value discrep-
ancies, outliers are less common. Isolation forest has many 
use-cases, for example, network anomaly detection, fraud 
detection, and sudden change in sales. Isolation by pick-
ing a split between the feature’s maximum and minimum 
values at random, forest isolating outliers. KNN algorithm 
for classification is a supervised learning algorithm that 
predicts the values based on the nearest already trained 
points with similar features. The algorithm has relatively 
high accuracy, and with more data points, the classifier 
constantly evolves but becomes computationally expensive 
due to high storage requirements [29,30].

Flask
Flask is a framework for developing web applications 

using python, which comes with a debugger and provided 
server. It is lightweight as the framework does not contain 
external libraries with only necessary features. The tem-
plate is a folder containing static files responsible for pass-
ing dynamic data from the back-end code. Moreover, the 
flask does send the essential data by rendering templates 
using the jinja package. With full completion of the flask 
web app, there are lots of options to operate in the cloud, 
and one of the reliable options is the Heroku app, which 
is a platform as a service (PaaS) company letting develop-
ers run their applications in the cloud for free with some 
restrictions.

Proposed Hybrid Model for Log Analysis 
 To tackle the increasing problems raised due to attack-

ers clearing their tracks and making the systems and serv-
ers seem normal after every successful cyber-attack, we 
propose a model with an immutable log storage system and 
root cause analysis. In this proposed model, Blockchain-
based log monitoring system with the features of detecting 
anomalies on logs which will keep the logs tamper-proof 
and detect any anomalies in the present and future unseen 
logs is presented. The Architectural Diagram is shown in 
Figure 1.

The proposed model consists of the following sub-
components such as Server Log Analysis, Network Log 
Analysis, Blockchain, and Distributed File Storage System. 
Description of each component is as follows: 

Server Log Analysis
Apache Logs are basically information regarding events 

happening in the particular Apache Web servers. Apache 
Logs come in two kinds such as Access and Error Logs. The 
data is classified only to server administrators, and Log data 
includes IP, timestamp, the request method, status code, 
referrer, Byte size, User-Agent, etc. With a large number of 
Server Logs, the administrator gets a grasp of an incom-
ing request and user behaviors which helps in the analysis 
of possible upcoming attacks, digging for the root cause of 
past problems, and so on. The Apache Access Logs format-
ting is shown in Figure 2.
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We use KNN classifiers and the Isolation Forest algo-
rithm to detect certain anomaly logs which deviate from 
the base distribution. The algorithms are chosen based on 
our research and understanding and those algorithms that 
have performed great results in existing papers.

KNN classifiers
K-nearest Neighbors algorithm is the most well-known 

classification algorithm out there. It is simple to implement, 
and the accuracy drastically increases with more training 
data sets depending on the value of K. KNN algorithm does 
not work with missing values, but the data set used here is 
all labeled and preprocessed.

Hyper-parameters tunning of KNN
Hyper-parameters regarding the KNN Classifiers 

includes n-neighbors, weights, and metric. Further- more, 
we will use the Exhaustive Grid Search technique to opti-
mize hyper-parameters after slicing the best result from 

initial training and test score between a specified specific 
range with an n-neighbors range. The KNN algorithm is 
given in Table 2.

Neighbors: Based on the values we previously com-
puted, choose the optimal k.

Weights: Examine whether giving the data points 
weights will help the model. While “distance” weighs points 
according to the inverse of their distances, which means 
that closer points will have greater weight than further 
points, “uniform” applies no weight.

Metric: The distance metric to be used will calculate the 
similarity. 

Isolation Forest
Isolation Forest is a concept-based anomaly detection 

technique of isolation of anomaly points rather than trying 
to find the perfect description of regular points. The simple 
fact that anomaly points are far easier to isolate than regular 

Figure 2. Apache access logs formatting.

Figure 1. Architectural diagram for proposed model.
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points make this algorithm so effective and practical for 
real-life data.

Hyper-parameters Tuning of Isolation Forest
Hyper-parameters regarding the Isolation Forest 

include contamination, max samples, and n estimators. 
Furthermore, we use the Exhaustive Grid Search technique 
for hyper-parameters optimization.

Contamination: the proportion of outliers in the data-
set. (which we calculated from our labeled dataset).

Max samples: number of samples to pick from original 
data to train each base estimator.

n estimators: number of trees in the ensemble
Max Features: the number of random samples it will 

pick from the original data set for creating Isolation trees.

Network Log Analysis
The process of analyzing network logs includes both 

identifying any potential malware network infiltration and 
analyzing the activities of the malware in the network using 
either of two methods: signature-based or anomaly-based 
detection. Known malware signatures are utilized in sig-
nature-based malware detection to identify the pathogen 
malware. One of the significant drawbacks of the signa-
ture-based method for detecting malware includes not 

being able to detect new attacks. Malware detection based 
on anomaly or behaviour is based on a host’s harmful activ-
ity or action. Anomaly detection is so hard because it is an 
unsupervised problem. Anomalies are rare and different 
from each other. So for anomaly analysis here, the isolation 
forest classifier is used. Isolation Forest starts directly from 
outliers rather than from regular observations. An anom-
aly detection system called isolation forest uses isolation, or 
how remote a data point is from the rest of the data, to find 
abnormalities.

As with other outlier detection methodologies, an 
anomaly score is needed for decision-making. Any anomaly 
detection approach must have an anomaly score. Although 
the Isolation Tree’s maximum height rises in the order of 
n, the average height increases in the order of log(n), mak-
ing it challenging to calculate such a score h(x) in order of 
log(n). Any of the following terms that normalize h(x) are 
either not bounded or cannot be directly compared. Since 
iTrees and Binary Search Trees (BST) share the same struc-
ture, the calculation of average h(x) for exterior node ter-
minations is equivalent to the BST’s ineffective search. We 
adopt the analysis from BST to determine the average path 
length of the isolation Tree. Hence the anomaly score of iso-
lation forest is defined as

Table 2. KNN Classifier Algorithm

Input: AIT Log Data Set V1.0.
Output: Alert to user through web app.
1: Collect Apache logs from the two servers mail.cup.com and mail.spiral.com
 2: Processing the data according to features and label data
3: Taking mail.cup.com server logs as Training set and other as Test set
4: Process the data into selective features with columns and convert to dataframe 
5: Generate column with filed name and load dataset in it.
6: if Object type Dataset then
7: Make additional columns 0 to n_classes 1 with feature names as prefix using one hot encoding 
8: remove the original feature.
9: remove one of the generated column to avoid multi-linear collinearity 
10: repeat process for all necessary labels.
11: end if
12: Select KNN classifier.
13: Tune the k Neighbors parameter by selecting certain radius of values
14: Choose the k values with best results
15: Initialize the grid parameters for each parameters including k neighbor’s values
 16: Perform Exhaustive Grid Search Technique with grid parameters
17: Get the best parameter values from Grid Search 
18: Train and Test the data set with KNN
20: if malicious activity detected then
21: Generate alert.
22: Foreword it to web interface. 
23: end if
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 S(x, n) = 2(E(h(x))/c(n)) (1)

where n is the number of external nodes, c(n) is the 
average path length of failed searches in a binary search 
tree, and h(x) represents the path length of the observation 
x. The algorithm for Network Log Analysis is given in Table 
3 below.

Blockchain
There are several log-based enterprises-level solutions 

available in the market. This software use machine-learn-
ing algorithm to detect anomalies in network and operating 
systems, then they perform Big Data analysis and create a 
huge log file for storing the data. Attackers take advantage 
of this older technology and clear the tracks. Now, the logs 

generated after detecting anomalies are deleted or altered. 
Most of these cyber-attacks remain undetected due to com-
panies failing to maintain proper logs after detecting anom-
alies. In this paper, we develop a blockchain technology 
solution to store anomaly-based network and error logs in 
an immutable storage system, maintaining the confidenti-
ality and integrity of the logs.

We have proposed a private blockchain network model, 
using public and private key pair. This blockchain network 
works in a restrictive environment like a closed network. 
The public key is transferred to entities who want to add 
their data to the blockchain. The private key is used to access 
the output file from the IPFS file system. The Algorithm for 
Blockchain Methodology is given in Table 4. 

Table 4. Blockchain methodology

Input: Log data in list format.
Output: Immutable text file to user through web app. 
1: Extract log data in form of lists using pandas.
2: Generate public and private key pair.
3: Enter the public key in the web portal as proof-of-work.
4: Generate Merkle Tree using the same log data.
5: Verify the last block hash with merkle tree hash for integrity check.
6: Enter the desired location for storing the immutable output file.
7: The file will be linked to the distributed storage environment for easy access.

Table 3. Network Log Analysis Methodology

Input: Network Devices Logs,packet capture file (pcap). 
Output: Alert to user through web app.
1: Collect pcap file and network logs.
2: Download the KDDTrain+.arff file from the NSL-KDD dataset.
3: Install the necessary packages and the KDDTrain+.arff file.
4: Give the field’s name a number.
5: Make a column with the field name, then load the dataset using it. 
6: if Unprocessed Dataset then
7: Label values ranging from 0 to n classes should be encoded. 
8: using transform calibrate values.
9: return encoded labels.
10: repeat process for all necessary labels. 
11: end if
12: Divide the dataset (data and labels) into the ratio of 70:30 for the train dataset and the test dataset. 
13: Select Isolation Forest classifier.
14: Train dataset using train dataset. 
15: if malicious activity detected then
 16: Generate alert.
17: Foreword it to web interfac. 
20: end if
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Generating keys
First, we will generate public and private key pairs. The 

public key will act as proof of work, and it can be transferred 
in an encrypted format to entities who need to add the logs 
to the blockchain. The private key will be used to access the 
immutable log file extracted from the blockchain.

Generating blocks
Each block in the blockchain will have five properties: 

index, timestamp, log data, proof of work, and previous 
block hash. Here each block’s log data contains three logs. 
The data collected from each log is converted into a string 
and Unicode. Finally, the Unicode value is Hashed using 
the SHA-256 hashing algorithm. This hash value is stored 
on the blockchain in a string.

Creating merkle tree
The Merkle Tree encodes the log data for easy integrity 

check and fault detection. The log data in the last block is 
hashed, then the log data in the second-last block is hashed; 
after this process, both hash values are combined and 
hashed using the SHA-256 Hashing Algorithm. This pro-
cess goes on till we reach the genesis block.

For example, if we take a simple blockchain with three 
blocks, the first being the genesis block, and the second and 
third blocks will be actual log data. In the Merkle tree func-
tion, we perform hashing on each block individually, then 
we concatenate both hash values and again perform hash-
ing. Here H represents hashing using the SHA-256 algo-
rithm, GBH is the genesis block hash, PBH is the previous 
block hash, and CBH is the current block hash.

 GBH = H(H(PBH) + H(CBH)) (2)

Distributed file storage system
For making the output blockchain file immutable and 

easily accessible by all the users, it is essential to store the 
file in a Distributed Environment where only specific 
individuals can view the log data in the blockchain using 
their private keys. We use the Inter Planetary File System 
(IPFS) for creating a decentralized network. The output 
file extracted from the blockchain is stored in the net-
work node using IPFS Desktop software. The output file is 
stored on the server as an immutable text file. This text file 
is made immutable using the chattr command locally, and 
secondly, the IPFS file system makes the output file inher-
ently immutable. Therefore, making it twice immutable and 
increasing its integrity furthermore, whenever a new block 
is generated appended, in this text file.

Flask web app
Here in flask-based web app, we have integrated all the 

results from above all previous analyses and displayed them 
in the proper user interface that is effective and efficient 
in further analysis. In this implementation, all the essen-
tial details from logs and analysis of logs can be exported 

report format that maintains the proper chain of custody 
for forensic analysis. The front-end part is well developed 
with bootstrap four and stored in the templates folder from 
where the jinja template (in built-in flask framework) ren-
ders it to the user and provides dynamic values to the user 
as per the code. Also, the graphical results are provided to 
the user with proper UI to explain the results from different 
machine learning-algorithms.

Due to its inherent benefits, Flask is an ideal choice for 
incorporating machine learning models into web applica-
tions. It perfectly fits with the Python-centric nature of the 
majority of machine learning work as a micro web frame-
work. Because of its lightweight design, which reduces 
needless costs, machine learning models can be served 
effectively through RESTful APIs or web services. Flask 
allows for freedom in the design of API endpoints and 
routing, allowing developers to create applications that are 
specifically tailored to their needs. A multitude of tools 
and extensions are made available by the active Flask com-
munity, simplifying the integration of machine learning 
components.

RESULTS AND DISCUSSION

In this section, we are presenting results for Apache 
Logs Analysis and Network Log Analysis.

Apache Logs Analysis
Currents section presents results for Apache Logs anal-

ysis and under different headings such as Data Set, Metric, 
Evaluation, and Isolation Forest. 

Data set
The data set is made at the Austrian Institute of 

Technology (AIT). In this paper, for anomaly detection, 
Apache access logs have been used. For training, the mail.
cup.com server Apache access logs are utilized, and mail.
spiral.com Apache access logs have been used for testing. A 
thorough explanation of the test beds generation and data 
set can be found in this paper [16]. 

The accuracy of a machine learning model may not be 
a reliable indicator of its performance when the number 
of samples in the test dataset is almost equal to that in the 
training dataset. To counter this problem, we have done a 
more comprehensive evaluation of our proposed model’s 
performance. The description of Apache dataset used after 
preprocessing is presented in Table 5.

Table 5. Description of Apache dataset used after prepos-
sessing

Total Samples Total Features Training Test
248985 19 148530 100455
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We calculate metrics like recall and precision in addi-
tion to accuracy. These metrics give a more thorough 
picture of how each class is performing in our model. To 
evaluate the model’s performance on various data subsets, 
we used k-fold cross-validation. Cross-validation ensures 
that the performance measures of our model are reliable 
and are not too affected by the particular data split. When 
dividing the data into the training and test sets, stratified 
sampling was taken into account. This minimizes the possi-
bility of skewed findings by ensuring that both sets preserve 
the same class distribution. Figure 3 shows the distribution 
of Apache Access Logs

Metric
Following metrics are taken into consideration while 

hyper-parameters are tunning. 
True Positives (TP): Instances where the system suc-

cessfully detects a threat or anomaly are known as true pos-
itives (TP). A true positive in the context of log analysis is 
when the anomaly detection algorithm successfully identi-
fies a log entry as a real security concern or vulnerability.

True Negatives (TN): A true negative in log analy-
sis would be the accurate determination that regular log 
entries do not indicate any security threat or anomaly.

False Positives (FP): A false positive in log analysis 
happens when the anomaly detection system incorrectly 
labels a regular log item as a security risk or vulnerability.

False Negatives (FN): False negatives in the context of 
log analysis occur when an anomaly detection algorithm 
neglects to signal a log entry as a security concern or vul-
nerability when it ought to have.

Accuracy: Measure of total correct classification of all 
classes in the model. Now accuracy is the most well-known 
performance metric, and though it also plays an essential 
role here because the ratio of classes in the dataset we are 
using is imbalanced (i.e., only 0.06 contamination), other 
metrics are also being used. The accuracy can be defined by 
the following mathematical formula 

 

Precision: Measure of total correctness of the anomaly 
predictions from the classification result. The higher the 
precision we obtain, the fewer resources will be needed to 
find and countermeasure the root cause of the anomaly. 
The Precision can be defined by the following mathemat-
ical formula 

Recall: Measure the total correct classification of the 
actual anomaly class done in the result. The optimum classi-
fication model will bear great results in all of the mentioned 
three performance metrics, but that will not be in every case. 
In most cases and here also, we have to compromise and 
choose a model based on our needs. Higher in recall metric, 
less in precision which ultimately means more anomalies will 
be detected at the cost of more resources. The Recall can be 
defined by the following mathematical formula

Evaluation
KNN: For k neighbor parameter tunning, the training 

and testing accuracy after a while (at k =10) breaks from 
inclining and stays at a stagnant state (i.e., slope=0). k 
neighbor =10 is chosen and carried forward for Exhaustive 
Grid Search.

Following parameter was used for Exhaustive Grid 
Search

grid params = {’n neighbors’ : [10], ’weights’ : 
[’uniform’,’distance’],

’metric’ : [’minkowski’,’euclidean’,’manhattan’]
}
Grid Search will evaluate the model 1 x 2 x 3 = 6 times 

with different hyperparameters. After performing the tech-
nique, it returned with result accuracy of 93.7 percent with 
{’met- ric’:’minkowski’, ’n neighbors’: 10, ’weights’: ’distance’} 
values along each parameters. Furthermore, four features 
with >.5 multi collinearity was removed and ran with the 
same parameters value but received same result. After the 
Exhaustive Grid Search technique, the results were stored in 
a data frame. Data Insights showed that most models have 
high accuracy but low precision and recall. The data frame 
was sorted based on test accuracy, precision, and recall to 
ensure the model was chosen. There were some instances 
where the model was under fitting and some overfitting. 
We sorted based on test data set recall and chose the best 
model (highlighted in the below Figure 3).

Figure 3 shows the performance metric of the model cor-
responding to the hyper parameters such that of Isolation 
Forest. Grid Search technique has been implemented and 
the best combination of hyper parameters has been properly 

Figure 3. Distribution of apache access logs.
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highlighted. Recall metric is chosen because it identifies all 
actual anomalies (true positives) while minimizing false neg-
atives (missed anomalies). In network security, false nega-
tives can have serious consequences so prioritizing recall was 
most relevant for the performance metric in this case. Then 
sorting the best of 20 recall results, overall best performance 
(other metrics shown in figure) has been chosen for the opti-
mal model. In Figure 3, we can see how the model performs 
for different hyper parameters that are used in Isolation 
Forest, which is a method for anomaly detection. 

We use Grid Search technique to find the best combina-
tion of hyper parameters that maximizes the performance 
metric. The performance metric we chose is recall, which 
is the ratio of true positives (anomalies that are correctly 
identified by the model) to the total number of actual 
anomalies in the data. Recall is a crucial metric for network 
security, because we want to make sure that the model does 
not miss any anomalies that could pose a threat or cause 
damage. False negatives (anomalies that are missed by 
the model) are more harmful than false positives (normal 
data points that are wrongly classified as anomalies) in this 
case. Therefore, we sorted the results by recall and picked 
the best one as the optimal model. The figure also shows 
the other metrics, such as precision and accuracy for both 

training and testing, for the optimal model. We wanted a 
model that could not only learn the anomalies and achieve 
good results on the training data, but also generalize well to 
unseen data in the testing data.

Brief coding details is as follows:
• iforest_result_df is a dataframe containing the results 

of the Isolation Forest algorithm.
• sort_values is a function used to sort the dataframe by 

a specific column.
• by=’testing_recall’ specifies that the sorting should be 

done based on the values in the ‘testing_recall’ column.
• ascending=False specifies that the sorting should be 

done in descending order.
• The table contains various parameters of the algorithm 

such as n_estimators, max_samples, max_features, 
bootstrap, n_jobs, and their corresponding values.

Comparison analysis
Comparison is made between KNN and Isolation Forest 

Algorithm performance in AIT Log Data Set V1.0. The 
description Data set is described in Figure 4. Both Training 
and Testing and each algorithm are done in the same 
Google Colab environment. The CPU total time is taken 
as time measure using command. From the below Figure, it 

Table 6. Comparison of KNN and isolation forest algorithm performance in AIT log data set V1.0

Algorithm For Training Data For Test Data Training 
Time

Testing 
TimeAccuracy Precision Recall Accuracy Precision Recall

KNN 0.99 0.99 0.99 0.94 0.99 0.95 46.7ms 4min 41s
Isolation Forest 0.99 0.85 0.95 0.98 0.9 0.91 2.9s 1.32s

Figure 4. Result from exhaustive grid search technique of isolation forest
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can be observed that KNN did outstanding in the Training 
phase with almost perfect in all three metrics with minimal 
time effort but failed to replicate its Test data set. The iso-
lation Forest algorithm did super well in the Training data-
set and even better on the Test data set. Though KNN took 
no time during Training the data, Isolation Forest was way 
faster in predicting the test data. Thus, we could conclude 
that Isolation Forest performs better on anomaly detection 
in an accurate data set with a higher result more efficiently. 
The results of Comparison of KNN and Isolation Forest 
Algorithm performance in AIT Log Data Set V1.0 is shown 
in Table 6 below. 

Figure 5 shows the comparison of KNN and Isolation 
Forest Algorithm. Both algorithms produced great levels of 
recall, precision, and accuracy for the training set of data, 
with KNN and Isolation Forest exceeding 99% accuracy. 

This demonstrates that both models had outstanding per-
formance in classifying occurrences in the training dataset. 
Furthermore, KNN demonstrated somewhat higher pre-
cision (99%) than Isolation Forest (85%), indicating that 
KNN made fewer erroneous positive predictions during 
training. Isolation Forest generalizes well to new, unseen 
data because it demonstrated a little greater accuracy 
on test data (98%) compared to KNN (94%). With KNN 
obtaining a precision of 99% and Isolation Forest at 90%, 
both algorithms showed great precision on the test data, 
demonstrating their capacity to produce precise positive 
predictions. However, compared to Isolation Forest, KNN 
had a somewhat greater recall (95%) rate. Both Figures 5 
and 6 are histograms where default parameters used are n_
estimators and max_samples. n_estimators is the number 
of trees to be used in the forest. Since Random Forest is an 
ensemble method comprising of creating multiple decision 
trees, this parameter is used to control the number of trees 
to be used in the process. 

The max_features on the other hand, determines the 
maximum number of features to consider while looking for 
a split. So, X-axis in Figure 4 is isolation forest scores and 
Y-axis is max count. We use the decision function of isola-
tion forest to provide a score to the normal training set, and 
then examine the results in a plot. As decision function is 
a measure of how simple a point is to describe, we would 
like to separate out simple points from complicated points 
by picking a numerical cut-off that gives clear separation.

Network Log Analysis
Hereafter examining our data to see that most of the traf-

fic is normal, as expected, but a small amount is abnormal. 
Figure 5. Comparison of KNN and isolation forest algo-
rithm.

Figure 6. Normal observations.
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The problem is highly imbalanced. Consequently, this prob-
lem is a promising candi- date for an anomaly detection 
approach, transforming all non-normal traffic into a single 
class named anomalous. As discussed earlier, for training 
the isolation forest model, we have used default parame- 
ters, n_estimators, max_samples, etc., as ’bootstrap’: False, 
’contamination’: 0.04825763270848995, ’max_features’: 1.0, 
’max_samples’: ’auto’, ’n_estimators’: 100, ’n_jobs’: None, 
’random_state’: None, ’verbose’: 0, ’warm_start’: False

The c(n) denotes the average path length, which is 
defined as

  c(n) = 2H(n − 1) − (2(n − 1)/n) (3)

Here, we used the decision function of the isolation for-
est to provide a score for the normal and abnormal (anoma-
lous) training set and then examined the results. The Figure 
6 shows the Normal Observations, while the Figure 7 shows 
the Abnormal Observations.

Knowing that the decision function measures how sim-
ple the point is to describe, we would like to separate simple 
points from complicated points by picking a numerical cut-
off that gives clear separation. Using a visual examination 
of anomaly scores s, we can make the following assessment:
1. If an instance return value of s very close to 0.01, then it 

is definitely an anomaly.
2. If an instance has as much greater than 0.01, then it is 

quite safe to be called as a normal instance,
3. If an instance return s = 0.1, then the entire sample does 

not really have any distinct anomaly present.
Therefore, from above observation it is confirmed that 

the cutoff value chosen should be 0.01.

Finally, we can use our model to make predictions and 
provide an assessment of its performance. As given in Table 
7, the model could pick up 595 anomalies out of 597 with-
out triggering too many false positives that are instances of 
regular traffic, which are 23, so the absolute accuracy of the 
given model is 99.67% which is very high, considering the 
uniqueness of anomalies. Isolation Forest techniques have 
been shown to be quite good in detecting anomalies and 
are computationally considerably more efficient. Despite 
its benefits, some drawbacks include the fact that the final 
anomaly score depends on the contamination parameter 
supplied during model training. This suggests that in order 
to make more accurate predictions, we need to be aware of 
the proportion of anomalous data up front. Similar to how 
branching happens, the model has a bias.

Blockchain
Figure 8 shows an example of network log data stored in 

the blockchain. When we consider the network logs, each 
has the following data, IP address, Timestamp, Time zone, 
the Request method, Status code, Byte size, Referrer, and 
User-Agent.

The above Figure 8 explains how we generated pub-
lic and private key pairs using the OpenSSL command on 

Figure 7. Abnormal observations.

Table 7. Distribution of Anomalies

Anomaly Normal
Testing data 597 11775
Results 595 23
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Linux operating system locally. The public key is trans-
ferred to entities who want to add their data to the block-
chain. The private key is used to access the output file from 
the IPFS file system. The above Figure 7 depicts a general 
scenario where the machine learning algorithm detects 
malicious network log data. The network log data is stored 
in the transaction part.

Lastly, we compare the hash value of the last block from 
the blockchain and the Merkle tree hash value for checking 
the integrity of the data. After an integrity check, the data 
is stored in the IPFS file system. The results of Blockchain 
after applying Merkle Hashing Function are shown in 
Figure 9.

Figure 8. Generating public and private key pair.

Figure 9. Blockchain in simple text format.

Figure 10. Blockchain after applying merkle hashing function.
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Web App
We also have integrated all the machine learning algo-

rithms and blockchain results into a simple, user-friendly, 
easy-to-use Web Application using HTML, CSS, and Flask. 
This Web Application has four sections: Info, File Upload, 
Log Analysis, and View Report. The Info tab gives the user 
an in-depth idea of the project and how to use the appli-
cation effectively. The File upload section is where we can 
upload our log files. The Log Analysis tab contains three 
more subsections, Error Log analysis, Access Log Analysis, 
and Network Log Analysis; the user can select and use any 
section as per the originality of the log file. The Figure 9 
shows the descriptive Error Log overview and results

Figure 11 is the screenshot of the Web App when we 
upload an Error Log file. The Web app provides a descriptive 

Log overview, Anomaly information, and Blockchain data, 
representing malicious activities in Pie chart format.

Figure 12 shows the screenshot of the Web App when 
we upload a Server Access Log file. The Web app pro-
vides a descriptive Log overview, Anomaly information, 
and Blockchain data, with information about malicious 
activities. Figure 13 shows the screenshot of the Web App 
when we upload a Network Log file. The Web app pro-
vides a descriptive Log overview, Anomaly information, 
and Blockchain data, with the graphical representation of 
malicious activities. The whole idea of storing the machine 
learning result in blockchain is to make the data confiden-
tial, tamper-proof, and limit the accessibility of malicious 
logs. 

Figure 11. Descriptive error log overview and results.
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Several algorithms are proposed for making the mali-
cious log data confidential, but most of them are susceptible 
to attacks such as Man-in-the-middle, Log4j, Log forging, 
Cross-site scripting, and injection. The proposed model 
is more focused on increasing the log data’s privacy and 
immutability. The proposed model is adept at preventing 
confidential data from attacks such as identity theft, system 
hacking, DNS Tunneling, Malware, and SQL injection. The 
double integrity check and immutable storage help to pre-
vent spoofing attacks.

CONCLUSION

As malware is getting more advanced and persistent, 
their new obfuscation method is evading detection of mal-
ware. With all these advancements in persistent malware 
attacks, there is a need for a proper detection methodology 
that can reduce the triage time and hence help isolate the 
spread of malware and reduce the impact of the infection. 
To detect these threats effectively, we have analyzed the 

different types of logs, utilized multiple machine learning 
algorithms to detect the new threats accurately, and pro-
posed a system to protect the logs from mutation or dele-
tion from attackers and store them in distributed immutable 
storage. Future work includes comparing more Machine 
Learning algorithms, preferably LSTM Neural Network 
with a high-performance metric with efficient computa-
tional resources. Including the Identity and Access Logs for 
insider threat detection in the network log analysis frame-
work. Comparing specific log data and machine learning 
algorithms for event correlation and better root cause anal-
ysis and creating a public cloud service with ubiquitous 
access for effective and easy log management and analysis.

NOMENCLATURE

Abbreviations
Here are the abbreviations used throughout the paper 

for clarity and conciseness:

Figure 12. Descriptive access log overview and results.
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AI Artificial intelligence
AIT Austrian Institute of Technology
BST Binary Search Trees
c(n) Average path length of failed searches in a Binary 

Search Tree
CBH Current Block Hash
GBH Genesis Block Hash
h(x) Path length of the observation x
IDS Intrusion Detection System
IPFS Inter Planetary File System
PaaS Platform as a service
PBH Previous Block Hash

PoW Proof-of-Work
S(x, n) Anomaly score
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APPENDIX

Web Application Details
In this section, we provide additional details about the 

web application developed for this research. The GitHub 

link contains code for installing the web application and 
necessary software. The application is accessible at the fol-
lowing URL:

Web Application: https://github.com/d3M0N-wq/cotwis
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