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Abstract: Statistical convergence and summability represent a significant generalization of traditional convergence for sequences of 
real or complex values, allowing for a broader interpretation of convergence phenomena. This concept has been extensively examined 
by numerous researchers using various mathematical tools and applied to different mathematical structures over time, revealing its 
relevance across multiple disciplines. In the present study, a generalized definition of the concepts of statistical convergence and 
summability, termed (△𝑣𝑣

𝑚𝑚)𝑢𝑢 −generalized weighted statistical convergence and (△𝑣𝑣
𝑚𝑚)𝑢𝑢 −generalized weighted by 

�𝑁𝑁𝑡𝑡� −summability for real sequences, is introduced using the weighted density and generalized difference operator. Based on this 
definition, several fundamental properties and inclusion results, obtained by differentiating the components used in the definitions, are 
provided. 
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1. Introduction 
The mathematical structure defines different types of 
convergence. Convergence types defined on the same 
structure can also be compared. One of the most recently 
studied types of convergence is statistical convergence. 
This form of convergence was initially proposed by Fast 
(1951) and Steinhaus (1951), and subsequently 
developed by Schoenberg (1959) to extend the standard 
topological convergence of real sequences. Salat (1980), 
Fridy (1985) and Connor (1988) gave remarkable 
properties of the statistical convergence of real 
sequences. Afterward, it has been discussed and 
generalized from many different perspectives or in many 
different mathematical structures . For instance, we refer 
the reader for weighted statistical convergence or 
statistical convergence by using the difference operator 
(Et and Nuray, 2001; Güngör and Et, 2003; Karakaya and 
Chishti, 2009; Mursaleen et al. 2012; Belen and 
Mohiuddine, 2013; Kadak, 2016; Ghosal, 2016; Braha et 
al., 2021; Et et al., 2021; Kandemir et al., 2023). 
In this research, we investigate a generalization of 
statistical convergence by incorporating the difference 
operator outlined in (Et and Esi, 2000) along with a 
sequence of multipliers. Our motivation in this 
investigation is grounded in the findings of previous 
studies, specifically studies (Ghossal, 2016; Kandemir et 
al., 2023). 
 

2. Materials and Methods 
The basic tool used in statistical convergence is the 
concept of asymptotic (natural) density and it is defined 
for a set 𝐴𝐴 ⊆ ℕ+ as 𝛿𝛿(𝐴𝐴) = lim

𝑛𝑛→∞
1
𝑛𝑛

|{𝑎𝑎 ≤ 𝑛𝑛: 𝑎𝑎 ∈ 𝐴𝐴}|. Here, 

the vertical bars show how many elements are included 
in the enclosed set. Moreover, 𝛿𝛿(𝐴𝐴) = 0 for the finite set 
𝐴𝐴, 𝛿𝛿(ℕ ∖ 𝐴𝐴) = 1 − 𝛿𝛿(𝐴𝐴) and 𝛿𝛿(𝐴𝐴) ≤ 𝛿𝛿(𝐵𝐵) whenever 𝐴𝐴 ⊆
𝐵𝐵. 
Definition 2.1. A real sequence 𝑥𝑥 = (𝑥𝑥𝑛𝑛) is called 
statistical converges to 𝛾𝛾 if for every 𝜀𝜀 > 0 the set {𝑘𝑘 ≤
𝑛𝑛: |𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀} has a natural density of zero, i.e.  
 

lim
𝑛𝑛→∞

1
𝑛𝑛

|{𝑘𝑘 ≤ 𝑛𝑛: |𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}| = 0. 
 

Therefore, the element γ is referred to as the statistical 
limit of (𝑥𝑥𝑛𝑛) and is represented as 𝑠𝑠𝑠𝑠 − lim

𝑛𝑛→∞
𝑥𝑥𝑛𝑛 = 𝛾𝛾. 𝑆𝑆 

represents all statistically convergent sequences (Fast, 
1951). 
In order to extend the notion of statistical convergence, 
researchers have explored various generalizations of the 
concept of asymptotic density. One such generalization is 
referred to as weighted density. Let (𝑞𝑞𝑛𝑛) be a sequence in 
ℝ+ ∪ {0} such that liminf 𝑞𝑞𝑛𝑛 > 0 and lim 𝑄𝑄𝑛𝑛 = ∞, where 
𝑄𝑄𝑛𝑛 = 𝑞𝑞1 + 𝑞𝑞2+. . . +𝑞𝑞𝑛𝑛 for all 𝑛𝑛 ∈ ℕ. Accordingly, the 
weighted density is defined for a set 𝐴𝐴 ⊆ ℕ+ as  
 

𝛿𝛿𝑤𝑤(𝐴𝐴) = lim
𝑛𝑛→∞

1
𝑄𝑄𝑛𝑛

|{𝑎𝑎 ≤ 𝑄𝑄𝑛𝑛:𝑎𝑎 ∈ 𝐴𝐴}|. 
 

Similarly, 𝛿𝛿𝑤𝑤(𝐴𝐴) = 0 for the finite set 𝐴𝐴, 𝛿𝛿𝑤𝑤(ℕ∖ 𝐴𝐴) = 1 −
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𝛿𝛿𝑤𝑤(𝐴𝐴) and 𝛿𝛿𝑤𝑤(𝐴𝐴) ≤ 𝛿𝛿𝑤𝑤(𝐵𝐵) whenever 𝐴𝐴 ⊆ 𝐵𝐵. The concept 
of weighted statistical convergence, first proposed by 
Karakaya and Chisti (2009) and subsequently refined by 
Mursaleen et al. (2012), is defined through the use of 
weighted density as follows.  
Definition 2.2. A real sequence 𝑥𝑥 = (𝑥𝑥𝑛𝑛) is called 
weighted statistical converges to 𝛾𝛾 if, for every 𝜀𝜀 > 0, 
𝛿𝛿𝑤𝑤({𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}) = 0 holds. 
Hence, the element 𝛾𝛾 is called weighted statistical limit of 
(𝑥𝑥𝑛𝑛) and it is denoted by 𝑆𝑆𝑁𝑁 − lim𝑥𝑥 = 𝛾𝛾. The set of all 
weighted statistically convergent sequences is denoted 
by 𝑆𝑆𝑁𝑁 (Mursaleen et al., 2012). 
 Also, as a generalization, Ghosal (2016) introduced the 
notion of weighted statistical convergence of order 𝛼𝛼 ∈
(0,1]. 
A sequence space is defined as a linear subspace of the 
space ℝℕ, which is denoted 𝑤𝑤. The classical sequence 
spaces ℓ∞, 𝑐𝑐, 𝑐𝑐0, ℓ𝑝𝑝 with 1 < 𝑝𝑝 < ∞ are all bounded, 
convergent, null and 𝑝𝑝-absolutely summable sequences, 
respectively. One method for creating new sequence 
spaces is through the use of the difference operator, 
defined as Δ𝑥𝑥𝑘𝑘 = 𝑥𝑥𝑘𝑘 − 𝑥𝑥𝑘𝑘+1. The difference sequence 
spaces 𝜆𝜆(Δ) = {(𝑥𝑥𝑘𝑘) ∈ 𝑤𝑤:Δ(𝑥𝑥𝑘𝑘) ∈ 𝜆𝜆} where 𝜆𝜆 is any of the 
classical sequence spaces. This concept was first 
introduced by Kızmaz (1981). Following this, quite a lot 
of work was done with some generalizations by using the 
difference operator in some way. One such example is the 
different sequence spaces of a positive integer order 𝑚𝑚, 
𝜆𝜆(Δ𝑚𝑚) = {(𝑥𝑥𝑘𝑘) ∈ 𝑤𝑤: Δ𝑚𝑚(𝑥𝑥𝑘𝑘) ∈ 𝜆𝜆} for 𝑚𝑚 ∈ ℕ where Δ0𝑥𝑥𝑘𝑘 =
𝑥𝑥𝑘𝑘 and Δ𝑚𝑚𝑥𝑥𝑘𝑘 = Δ𝑚𝑚−1𝑥𝑥𝑘𝑘 − Δ𝑚𝑚−1𝑥𝑥𝑘𝑘+1 (Et and Çolak, 1995). 

Clearly, Δ𝑚𝑚𝑥𝑥𝑘𝑘 = ∑𝑚𝑚𝑖𝑖=0 (−1)𝑖𝑖 �𝑚𝑚𝑖𝑖 � 𝑥𝑥𝑘𝑘+𝑖𝑖 holds. 

Subsequently, Et and Esi (2000) were expanded in the 
following manner:  

 

𝜆𝜆(Δ𝑣𝑣𝑚𝑚) = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): (Δ𝑣𝑣𝑚𝑚𝑥𝑥𝑘𝑘) ∈ 𝜆𝜆} 
 

where (Δ𝑣𝑣𝑚𝑚𝑥𝑥𝑘𝑘) = (Δ𝑣𝑣𝑚𝑚−1𝑥𝑥𝑘𝑘 − Δ𝑣𝑣𝑚𝑚−1𝑥𝑥𝑘𝑘+1) for any fixed 
sequence of nonzero complex numbers 𝑣𝑣 = (𝑣𝑣𝑘𝑘) such 
that 
 

 Δ𝑣𝑣𝑚𝑚𝑥𝑥𝑘𝑘 = ∑𝑚𝑚𝑖𝑖=0 (−1)𝑖𝑖 �𝑚𝑚𝑖𝑖 � 𝑣𝑣𝑘𝑘+𝑖𝑖𝑥𝑥𝑘𝑘+𝑖𝑖. 
 

There is considerable literature on difference sequence 
spaces by choosing different classical sequence spaces of 
𝜆𝜆 for either case where 𝛼𝛼 is integer or fractional. For 
instance, we refer the reader to the difference operator 
(Et and Çolak, 1995; Et and Esi, 2000; Bektas and Çolak, 
2005; Barlak 2020). 
Among the studies conducted for the purpose of 
generalizing of statistical convergence, there are studies 
utilizing the difference operator. Recently, Kandemir et 
al. (2023) introduced the concept of △𝑚𝑚-weighted 
statistical convergence and △𝑚𝑚-weighted (𝑁𝑁,𝑄𝑄𝑛𝑛)− 
summability. A real sequence 𝑥𝑥 = (𝑥𝑥𝑛𝑛) is referred 
△𝑚𝑚−weighted statistical convergent of order 𝛼𝛼 ∈ (0,1] 
(or 𝑆𝑆𝑁𝑁𝑡𝑡

𝛼𝛼 (△𝑚𝑚)−convergent) to 𝛾𝛾 if, for every 𝜀𝜀 > 0,  
 

lim
𝑛𝑛→∞

1
𝑄𝑄𝑛𝑛𝛼𝛼

|{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|△𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}| = 0. 
 

Hence, it is denoted by 𝑆𝑆𝑁𝑁𝑡𝑡 − lim𝑥𝑥 = 𝛾𝛾. The notation 
𝑆𝑆𝑁𝑁𝑡𝑡
𝛼𝛼 (△𝑚𝑚) represents the set of all △𝑚𝑚-weighted 

statistically convergent sequences of order 𝛼𝛼. In this 
context, the forms of statistical convergence presented in 
studies Karakaya and Christi (2009) and Mursaleen et al. 
(2012) are obtained through a specific choice of values 
for 𝑚𝑚 and 𝛼𝛼 (see Remark 2.1, Kandemir et al. (2023)). 
 
3. Results and Discussion 
This section introduces the concepts of (△𝑣𝑣

𝑚𝑚)𝑢𝑢-
generalized weighted statistical convergence and (△𝑣𝑣

𝑚𝑚)𝑢𝑢-
generalized weighted (𝑁𝑁, 𝑞𝑞𝑛𝑛)-summability and establish 
the relations between them. In the results and proofs 
provided, 𝑢𝑢 and 𝑠𝑠 will be defined as follows and will not 
be redefined each time for the sake of simplicity: 

1. 𝑈𝑈 refers to the set of all real sequences 𝑢𝑢 = (𝑢𝑢𝑘𝑘) such 
that 𝑢𝑢𝑘𝑘 ≠ 0 for all 𝑘𝑘 ∈ ℕ+.  

2. 𝑞𝑞 = (𝑞𝑞𝑛𝑛) is a sequence in ℝ+ ∪ {0} such that 
liminf𝑞𝑞𝑛𝑛 > 0 and lim

𝑛𝑛→∞
𝑄𝑄𝑛𝑛 = ∞ where 𝑄𝑄𝑛𝑛 = 𝑠𝑠1 +

𝑠𝑠2+. . . +𝑞𝑞𝑛𝑛 for all 𝑛𝑛 ∈ ℕ.  
Definition 3.1. A sequence 𝑥𝑥 = (𝑥𝑥𝑛𝑛) is said to be 
(△𝑣𝑣

𝑚𝑚)𝑢𝑢 −generalized weighted statistically convergent 
(or 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢-convergent) to 𝛾𝛾 if for every 𝜀𝜀 > 0  
 

𝛿𝛿𝑤𝑤({𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀})

= lim
𝑛𝑛→∞

1
𝑄𝑄𝑛𝑛

|{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾|

≥ 𝜀𝜀}| = 0. 
 

In this way, we express 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣
𝑚𝑚)𝑢𝑢-lim𝑥𝑥 = 𝛾𝛾 or 𝑥𝑥𝑘𝑘 →

𝛾𝛾(𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣
𝑚𝑚)𝑢𝑢). We use the notation 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢 to represent 
the set of all (△𝑣𝑣

𝑚𝑚)𝑢𝑢-generalized weighted statistically 
convergent sequences.  
Definition 3.2. Assume that 𝑟𝑟 > 0 is a real number and 
𝑞𝑞1 > 0. A sequence 𝑥𝑥 = (𝑥𝑥𝑛𝑛) is (△𝑣𝑣

𝑚𝑚)𝑢𝑢 −generalized 
weighted �𝑁𝑁𝑡𝑡� −summable (or [𝑁𝑁𝑡𝑡 , (△𝑣𝑣

𝑚𝑚)𝑢𝑢]𝑟𝑟 − summable 
) to 𝛾𝛾 provided that  
 

lim
𝑛𝑛→∞

1
𝑄𝑄𝑛𝑛

�
𝑛𝑛

𝑘𝑘=0

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾|𝑟𝑟 = 0. 

 

In this way, we express [𝑁𝑁𝑡𝑡 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟 − lim𝑥𝑥 = 𝛾𝛾 or 𝑥𝑥𝑛𝑛 →

𝛾𝛾[𝑁𝑁𝑡𝑡 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟. We denote the set of all 

(△𝑣𝑣
𝑚𝑚)𝑢𝑢 −generalized weighted �𝑁𝑁𝑡𝑡� − summable 

sequences by [𝑁𝑁𝑡𝑡 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟.  

Remark 3.3. In consideration of Definitions 2.1 and 2.2, 
it is evident the following situations are observed:  

1. 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣
𝑚𝑚)𝑢𝑢 = 𝑆𝑆 if 𝑚𝑚 = 0 and 𝑢𝑢𝑘𝑘 = 𝑣𝑣𝑘𝑘 = 𝑞𝑞𝑘𝑘 = 1 for all 

𝑘𝑘 ∈ ℕ (Fast, 1951).  
2. 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢 = 𝑆𝑆𝑁𝑁(△𝑣𝑣) and [𝑁𝑁𝑡𝑡 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟 = [𝑁𝑁,𝑞𝑞𝑛𝑛]𝑟𝑟 if 

𝑚𝑚 = 0 and 𝑢𝑢𝑘𝑘 = 𝑣𝑣𝑘𝑘 = 1 for all 𝑘𝑘 ∈ ℕ (Karakaya, 2009; 
Mursaleen et all. (2012)).  

3. 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣
𝑚𝑚)𝑢𝑢 = 𝑆𝑆𝑁𝑁𝑡𝑡(△

𝑚𝑚) and [𝑁𝑁𝑡𝑡 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟 = [𝑁𝑁𝑡𝑡](△𝑚𝑚,𝑟𝑟 ) 

if 𝛼𝛼 = 1 and 𝑢𝑢𝑘𝑘 = 𝑣𝑣𝑘𝑘 = 1 for all 𝑘𝑘 ∈ ℕ (Kandemir et 
al., 2023).  

Theorem 3.4. Assume that 𝑥𝑥 = (𝑥𝑥𝑘𝑘) ∈ 𝑁𝑁𝑡𝑡 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟 and 
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[𝑁𝑁𝑡𝑡 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟 − 𝑙𝑙𝑖𝑖𝑚𝑚𝑥𝑥 = 𝛾𝛾. Then 𝑥𝑥 is 

𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣
𝑚𝑚)𝑢𝑢 −statistically converges to 𝛾𝛾, if one of the 

following two conditions holds:  
1. 𝑟𝑟 ∈ (0, 1) and 0 ≤ |𝑢𝑢𝑘𝑘 △𝑣𝑣

𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| < 1 for every 𝑘𝑘, 
2. 𝑟𝑟 ∈ [1, ∞) and 1 ≤ |𝑢𝑢𝑘𝑘 △𝑣𝑣

𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| < ∞ for every 𝑘𝑘.  
Proof. Since the sequence 𝑥𝑥 = (𝑥𝑥𝑘𝑘) is 
[𝑁𝑁𝑡𝑡 , (△𝑣𝑣

𝑚𝑚)𝑢𝑢]𝑟𝑟 −summable to 𝛾𝛾 we see that  
 

lim
𝑛𝑛→∞

1
𝑄𝑄𝑛𝑛

�
𝑛𝑛

𝑘𝑘=1

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾|𝑟𝑟 = 0. 

 

If both (1) and (2) are satisfied, it can be seen that for 
every 𝑘𝑘,  
 

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾|𝑟𝑟 ≥ 𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣

𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| 
 

holds. Then we obtain, for any 𝜀𝜀 > 0,  
 

�
𝑛𝑛

𝑘𝑘=1

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾|𝑟𝑟 

≥�
𝑛𝑛

𝑘𝑘=1

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| 

≥ �
𝑛𝑛

𝑘𝑘=1
𝑘𝑘∈{𝑘𝑘≤𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘△𝑣𝑣𝑚𝑚𝑥𝑥𝑘𝑘−𝛾𝛾|≥𝜀𝜀}

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| 

≥ �
𝑛𝑛

𝑘𝑘=1
𝑘𝑘∈{𝑘𝑘≤𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘△𝑣𝑣𝑚𝑚𝑥𝑥𝑘𝑘−𝛾𝛾|≥𝜀𝜀}

𝜀𝜀 

≥ |{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}| 𝜀𝜀 

 

and this implies 
 

𝜀𝜀𝛿𝛿𝑤𝑤({𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀})

≤
1
𝑄𝑄𝑛𝑛

�
𝑛𝑛

𝑘𝑘=1

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾|𝑟𝑟. 

 

Taking limit as 𝑛𝑛 → ∞, this means 𝛿𝛿𝑤𝑤({𝑘𝑘 ≤
𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣

𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}) = 0, so that 𝑥𝑥 ∈ 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣
𝑚𝑚)𝑢𝑢.  

Theorem 3.5. Suppose that the sequence 𝑥𝑥 = (𝑥𝑥𝑘𝑘), 
𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢 −converges to 𝛾𝛾 and for every 𝑘𝑘 ∈ ℕ, 
𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣

𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≤ 𝑀𝑀 for some 𝑀𝑀 > 0. Then (𝑥𝑥𝑛𝑛) is 
[(𝑁𝑁,𝑞𝑞𝑛𝑛), (△𝑣𝑣

𝑚𝑚)𝑢𝑢]𝑟𝑟 −summable to 𝛾𝛾, if one of the following 
two conditions holds: 

1. 𝑟𝑟 ∈ (0, 1) and 1 ≤ 𝑀𝑀 < ∞, 
2. 𝑟𝑟 ∈ [1, ∞) and 0 ≤ 𝑀𝑀 < 1. 

Proof. If 𝑥𝑥, 𝑆𝑆𝑁𝑁𝑡𝑡
(△𝑣𝑣

𝑚𝑚)𝑢𝑢 −statistically converges to 𝛾𝛾 then 
for every 𝜀𝜀 > 0 we have 𝛿𝛿𝑤𝑤(𝐾𝐾𝑄𝑄𝑛𝑛(𝜀𝜀)) = 0 where 𝐾𝐾𝑄𝑄𝑛𝑛(𝜀𝜀) =
{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣

𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}. If both 1 and 2 are 
satisfied, it can be seen that for every 𝑘𝑘 ∈ ℕ,  
 

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≤ 𝑀𝑀 

 

holds. Then, for every 𝜀𝜀 > 0, we obtain  
 

�
𝑛𝑛

𝑘𝑘=1

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾|𝑟𝑟 

= �
𝑛𝑛

𝑘𝑘=1
𝑘𝑘∉{𝑘𝑘≤𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘△𝑣𝑣𝑚𝑚𝑥𝑥𝑘𝑘−𝛾𝛾|≥𝜀𝜀}

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾|𝑟𝑟 

+ �
𝑛𝑛

𝑘𝑘=1
𝑘𝑘∈{𝑘𝑘≤𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘△𝑣𝑣𝑚𝑚𝑥𝑥𝑘𝑘−𝛾𝛾|≥𝜀𝜀}

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾|𝑟𝑟 

≤ 𝜀𝜀𝑟𝑟𝑄𝑄𝑛𝑛 +𝑀𝑀|{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}|. 

That is, for every 𝜀𝜀 > 0  
 

1
𝑄𝑄𝑛𝑛

�
𝑛𝑛

𝑘𝑘=1

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾|𝑟𝑟 

≤ 𝜀𝜀𝑟𝑟 + 𝑀𝑀𝛿𝛿𝑤𝑤(𝐾𝐾𝑄𝑄𝑛𝑛(𝜀𝜀)) 
 

holds. As a result, we deduce 𝑥𝑥, [𝑁𝑁𝑡𝑡 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟 −summable 

to 𝛾𝛾.  
Theorem 3.6. (△𝑣𝑣

𝑚𝑚)𝑢𝑢- generalized weighted statistically 
convergent sequence 𝑥𝑥 = (𝑥𝑥𝑘𝑘) has a unique 
(△𝑣𝑣

𝑚𝑚)𝑢𝑢 −limit.  
Proof. Suppose that 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢 − lim𝑥𝑥 = 𝛾𝛾1, 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣
𝑚𝑚)𝑢𝑢 −

lim𝑥𝑥 = 𝛾𝛾2 and 𝛾𝛾1 ≠ 𝛾𝛾2 hold. Choose 𝜀𝜀, 𝛿𝛿 ∈ ℝ+ such that 
𝜀𝜀 = 1

2
|𝛾𝛾1 − 𝛾𝛾2| and liminf 𝑞𝑞𝑘𝑘 > 𝛿𝛿 > 0. Hence, the 

following inequality holds:  
 

1 ≤ |{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝛾𝛾1 − 𝛾𝛾2| ≥ 𝜀𝜀𝛿𝛿}| 
≤ |{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣

𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾1| ≥ 𝜀𝜀𝛿𝛿}| 
+|{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣

𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾2| ≥ 𝜀𝜀𝛿𝛿}|. 
 

Consequently, we have  
1 ≤ 𝛿𝛿𝑤𝑤(|{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣

𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾1| ≥ 𝜀𝜀}|)
+ 𝛿𝛿𝑤𝑤(|{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣

𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾2|
≥ 𝜀𝜀}|) = 0. 

 

This contradiction indicates that 𝛾𝛾1 must be equal to 𝛾𝛾2.  
Theorem 3.7. (△𝑣𝑣

𝑚𝑚)𝑢𝑢 −generalized weighted 
�𝑁𝑁𝑡𝑡� −summable sequence 𝑥𝑥 = (𝑥𝑥𝑘𝑘) has a unique 
[𝑁𝑁𝑡𝑡 , (△𝑣𝑣

𝑚𝑚)𝑢𝑢]𝑟𝑟 −limit.  
Proof. The proof is identical to that presented above. 
Theorem 3.8. Let 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢 − 𝑙𝑙𝑖𝑖𝑚𝑚𝑥𝑥 = 𝛾𝛾1 and 
𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢 − 𝑙𝑙𝑖𝑖𝑚𝑚𝑙𝑙 = 𝛾𝛾2. Then 
 

(i) 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣
𝑚𝑚)𝑢𝑢 − lim(𝑥𝑥 + 𝑙𝑙) = 𝛾𝛾1 + 𝛾𝛾2. 

(ii) 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣
𝑚𝑚)𝑢𝑢 − lim𝑐𝑐𝑥𝑥 = 𝑐𝑐𝛾𝛾1, 𝑐𝑐 ∈ ℝ.  

Proof. For (𝑖𝑖), the assertion is obvious from the following 
inclusion: 
 

{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − (𝛾𝛾1 + 𝛾𝛾2)| ≥ 𝜀𝜀} 

⊆ {𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾1| ≥

𝜀𝜀
2} 

∪ �𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾2| ≥

𝜀𝜀
2�. 

 

For (𝑖𝑖𝑖𝑖), the assertion is clear if 𝑐𝑐 = 0. If 𝑐𝑐 ≠ 0, then proof 
can be seen from the following equality: 
 

{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 (𝑐𝑐𝑥𝑥𝑘𝑘)− (𝑐𝑐𝛾𝛾1)| ≥ 𝜀𝜀} 

= {𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾1| ≥

𝜀𝜀
|𝑐𝑐|}. 

 

Theorem 3.9. Suppose that 𝑞𝑞 = (𝑞𝑞𝑛𝑛) and 𝑠𝑠 = (𝑠𝑠𝑛𝑛) be real 
sequences of nonnegative real numbers such that 
𝑙𝑙𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛𝑙𝑙𝑞𝑞𝑛𝑛 > 0, 𝑙𝑙𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛𝑙𝑙𝑠𝑠𝑛𝑛 > 0, 𝑙𝑙𝑖𝑖𝑚𝑚

𝑛𝑛→∞
𝑄𝑄𝑛𝑛 = ∞, 𝑙𝑙𝑖𝑖𝑚𝑚

𝑛𝑛→∞
𝑆𝑆𝑛𝑛 = ∞ 

where 𝑄𝑄𝑛𝑛 = 𝑠𝑠1 + 𝑠𝑠2+. . . +𝑞𝑞𝑛𝑛 and 𝑆𝑆𝑛𝑛 = 𝑠𝑠1 + 𝑠𝑠2+. . . +𝑠𝑠𝑛𝑛 for 
all 𝑛𝑛 ∈ ℕ. If ,for all 𝑘𝑘 ∈ ℕ, 𝑞𝑞𝑘𝑘 ≤ 𝑠𝑠𝑘𝑘 and 𝑙𝑙𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛𝑙𝑙 𝑄𝑄𝑛𝑛

𝑆𝑆𝑛𝑛
> 0 hold, 

then the following inclusions hold: 
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𝑆𝑆𝑁𝑁𝑠𝑠(△𝑣𝑣
𝑚𝑚)𝑢𝑢 ⊆ 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢 
 

and 
 

[𝑁𝑁𝑠𝑠 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟 ⊆ [𝑁𝑁𝑡𝑡 , (△𝑣𝑣

𝑚𝑚)𝑢𝑢]𝑟𝑟. 
Proof. Choose 𝑥𝑥 = (𝑥𝑥𝑘𝑘) ∈ 𝑆𝑆𝑁𝑁𝑠𝑠(△𝑣𝑣

𝑚𝑚)𝑢𝑢 such that 𝑆𝑆𝑁𝑁𝑠𝑠(△𝑣𝑣
𝑚𝑚)𝑢𝑢-

lim𝑥𝑥 = 𝛾𝛾. For every 𝜀𝜀 > 0, from the selection of the 
sequences, it is observed that the following inequality is 
satisfied: 
 

𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≤ 𝑠𝑠𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣

𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| 
 

and hence 
 

{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀} 

⊆ {𝑘𝑘 ≤ 𝑆𝑆𝑛𝑛: 𝑠𝑠𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}. (1) 

 

Therefore 
 

1
𝑆𝑆𝑛𝑛

|{𝑘𝑘 ≤ 𝑆𝑆𝑛𝑛: 𝑠𝑠𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}| 

≥
1
𝑆𝑆𝑛𝑛

|{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}| 

≥
𝑄𝑄𝑛𝑛
𝑆𝑆𝑛𝑛

1
𝑄𝑄𝑛𝑛

|{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}| 

 

holds. Taking limit as 𝑛𝑛 → ∞, since liminf 𝑄𝑄𝑛𝑛
𝑆𝑆𝑛𝑛

> 0 holds, 

𝑥𝑥 ∈ 𝑆𝑆𝑁𝑁𝑠𝑠(△𝑣𝑣
𝑚𝑚)𝑢𝑢 implies 𝑥𝑥 ∈ 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢. The proof for the 
second inclusion follows a nearly identical process.  
Theorem 3.10. Assume that 𝑞𝑞 = (𝑞𝑞𝑛𝑛) and 𝑠𝑠 = (𝑠𝑠𝑛𝑛) be 
real sequences of nonnegative real numbers such that 
𝑙𝑙𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛𝑙𝑙𝑞𝑞𝑛𝑛 > 0, 𝑙𝑙𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛𝑙𝑙𝑠𝑠𝑛𝑛 > 0, 𝑙𝑙𝑖𝑖𝑚𝑚

𝑛𝑛→∞
𝑄𝑄𝑛𝑛 = ∞, 𝑙𝑙𝑖𝑖𝑚𝑚

𝑛𝑛→∞
𝑆𝑆𝑛𝑛 = ∞ 

where 𝑄𝑄𝑛𝑛 = 𝑠𝑠1 + 𝑠𝑠2+. . . +𝑞𝑞𝑛𝑛 and 𝑆𝑆𝑛𝑛 = 𝑠𝑠1 + 𝑠𝑠2+. . . +𝑠𝑠𝑛𝑛 for 
all 𝑛𝑛 ∈ ℕ. If ,for all 𝑘𝑘 ∈ ℕ, 𝑞𝑞𝑘𝑘 ≤ 𝑠𝑠𝑘𝑘 and 𝑙𝑙𝑖𝑖𝑚𝑚𝑠𝑠𝑢𝑢𝑝𝑝 𝑆𝑆𝑛𝑛

𝑄𝑄𝑛𝑛
< ∞ 

hold, then the following inclusions hold: 
 

𝑆𝑆𝑁𝑁𝑠𝑠(△𝑣𝑣
𝑚𝑚)𝑢𝑢 ⊆ 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢   
 

and 
 

[𝑁𝑁𝑠𝑠 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟 ⊆ 𝑁𝑁𝑡𝑡 , (△𝑣𝑣

𝑚𝑚)𝑢𝑢]𝑟𝑟. 
 

Proof. Choose 𝑥𝑥 = (𝑥𝑥𝑘𝑘) ∈ 𝑆𝑆𝑁𝑁𝑠𝑠(△𝑣𝑣
𝑚𝑚)𝑢𝑢 such that 𝑆𝑆𝑁𝑁𝑠𝑠(△𝑣𝑣

𝑚𝑚)𝑢𝑢-
lim𝑥𝑥 = 𝛾𝛾. According to the conditions of the theorem, the 
inclusion (1) above is ensured. Hence, we have  
 

1
𝑄𝑄𝑛𝑛

|{𝑘𝑘 ≤ 𝑄𝑄𝑛𝑛:𝑞𝑞𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}| 

≤
1
𝑄𝑄𝑛𝑛

|{𝑘𝑘 ≤ 𝑆𝑆𝑛𝑛:𝑠𝑠𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}| 

≤
𝑆𝑆𝑛𝑛
𝑄𝑄𝑛𝑛

1
𝑆𝑆𝑛𝑛

|{𝑘𝑘 ≤ 𝑆𝑆𝑛𝑛:𝑠𝑠𝑘𝑘|𝑢𝑢𝑘𝑘 △𝑣𝑣
𝑚𝑚 𝑥𝑥𝑘𝑘 − 𝛾𝛾| ≥ 𝜀𝜀}|. 

 

Taking limit as 𝑛𝑛 → ∞, since limsup 𝑆𝑆𝑛𝑛
𝑄𝑄𝑛𝑛

< ∞ hold, 𝑥𝑥 ∈

𝑆𝑆𝑁𝑁𝑠𝑠(△𝑣𝑣
𝑚𝑚)𝑢𝑢 implies 𝑥𝑥 ∈ 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢. Again, the proof for the 
second inclusion is similar. 
Theorem 3.11. If, for the sequences 𝑢𝑢 = (𝑢𝑢𝑘𝑘) ⊂ ℝ+ ∪ {0} 
and 𝑤𝑤 = (𝑤𝑤𝑘𝑘) ⊂ ℝ+ ∪ {0}, the condition 𝑢𝑢𝑘𝑘 ≤ 𝑤𝑤𝑘𝑘 is 
satisfied for all 𝑘𝑘 ∈ ℕ, then the following inclusions hold:  
 

𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣
𝑚𝑚)𝑢𝑢 ⊆ 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑤𝑤    
 

and 
 

[𝑁𝑁𝑠𝑠 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟 ⊆ 𝑁𝑁𝑡𝑡 , (△𝑣𝑣

𝑚𝑚)𝑤𝑤]𝑟𝑟. 
 

Theorem 3.12. If, for the sequences 𝑣𝑣 = (𝑣𝑣𝑘𝑘) ⊂ ℝ+ ∪ {0} 
and 𝑧𝑧 = (𝑧𝑧𝑘𝑘) ⊂ ℝ+ ∪ {0}, the condition 𝑣𝑣𝑘𝑘 ≤ 𝑧𝑧𝑘𝑘 is 
satisfied for all 𝑘𝑘 ∈ ℕ, then the following inclusions hold:  
𝑆𝑆𝑁𝑁𝑡𝑡(△𝑣𝑣

𝑚𝑚)𝑢𝑢 ⊆ 𝑆𝑆𝑁𝑁𝑡𝑡(△𝑧𝑧
𝑚𝑚)𝑢𝑢  

 

and 
 

[𝑁𝑁𝑠𝑠 , (△𝑣𝑣
𝑚𝑚)𝑢𝑢]𝑟𝑟 ⊆ 𝑁𝑁𝑡𝑡 , (△𝑧𝑧

𝑚𝑚)𝑢𝑢]𝑟𝑟. 
 
4. Conclusion 
Numerous convergence concepts have emerged after the 
advent of the topological convergence concept in classical 
analysis. Among these, statistical convergence, a 
generalization of topological convergence, has been the 
subject of intense study. Initially defined for real series, 
statistical convergence has been examined and 
generalized in numerous mathematical structures, with 
generalizations being made in each case. In this study, we 
also generalized statistical convergence and summability 
by using the weighted density, difference operator, and 
sequences of nonzero real numbers. We presented 
fundamental results and some relations related to 
existing literature. Additionally, we presented some 
inclusion theorems related to weighted statistical 
convergence and summability concepts. For further 
study, one can consider analogous results regarding the 
difference operator with fractional order instead of a 
positive integer m. 
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