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Research Article 

Abstract − With the rapid advancement of technology and growing concerns about data privacy, 

federated learning (FL) has attracted considerable attention from the scientific community. The 

emergence of FL as a novel machine-learning approach and the volume of relevant papers and studies 

now call for a thorough investigation of FL. In the present research, an analysis was conducted on 

3107 articles about federated learning exported from the Web of Science (WoS). The paper performs 

a bibliometric analysis to examine the productivity, citations, and bibliographic matching of 

significant authors, universities/institutions, and countries. The evolution of research material on 

federated learning over time was analyzed in the research. The study also provides comprehensive 

analysis by examining the most frequently used terms in the articles and attempting to identify 

trending areas of study with federated learning. This paper offers primary information on FL for 

readers worldwide and a comprehensive and accurate analysis of potential contributors. 

Keywords – Federated learning, bibliometric analysis, network analysis 

1. Introduction 

Federated Learning (FL) is an emerging machine learning approach that addresses the problem of data 

aggregation and, at the same time, ensures data privacy. This approach integrates the server and clients 

(organizations, mobile devices, etc.) to develop a decentralized machine-learning operation. This technology 

was first introduced by Google in 2016. In the first study, the prediction of data input on devices was developed 

in the case where data is stored on mobile devices [1]. After the first study on FL, the number of studies in this 

field in literature is rapidly increasing, and its application areas are expanding. In this context, it has become 

essential to examine the course of the different studies in this field and the conceptual dimensions and 

applications of FL. Federated learning is, in a sense, a cryptic distributed machine learning scheme. In the 

system, users' data is not disclosed. The binding of data is achieved by combining local parameter information. 

Thus, data privacy is ensured, and a common machine-learning model can be developed between clients [2]. 

Considering the General Data Protection Regulation (GDPR), the federated learning framework has evolved 

rapidly in recent years. With the rapid increase in the use of artificial intelligence, the federated learning 

approach has been used in many applications, such as smartphones [3], IoT [4-6], healthcare [7-9], advertising 

[10], autonomous vehicles [11-12], energy forecasting [13-15], fraud detection [16], and insurance [17]. 

FL can be classified into Horizontal Federated Learning (HFL), Vertical Federated Learning (VFL), and 

Transfer Federated Learning (TFL) based on data partitioning. In HFL, the clients' data have the same features, 

but the sample space is different. In VFL, the IDs of the data come from the same sample, but the features are 
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distinct. In the FTL scenario, the sample and attributes of the data differ mainly, while only a small part is 

similar [18]. There have been remarkable literature studies of these three types in recent years. Li et al. [19] 

developed a horizontal federated learning model for demand forecasting of e-commerce enterprises. Another 

study presents a system based on horizontal federated learning for automatically detecting IoT devices [20]. 

Wang et al. [21] proposed a retail supply chain demand forecasting model with a vertical federated learning 

framework. A data privacy-based system was developed using social media, e-commerce platforms, and 

Retailers' data. In a study conducted in 2023, vertical federated learning was used in energy load forecasting. 

A smart model is presented by incorporating three data sets in electricity demand, electricity generation, and 

energy price forecasting studies [22]. A federated transfer learning technique study presented a predictive 

model for cross-domain applications in smart manufacturing systems. They used two datasets of multiple 

images of pedestrians walking [23]. Chen et al. [24] proposed a federated transfer learning framework for 

Parkinson's disease diagnosis with smart wearable healthcare. 

The privacy mechanism differs in the studies depending on the federated learning framework. The privacy 

mechanism is related to the aggregation of client data. Ye et al. [25] developed a model aggregation method 

for federated learning-based image processing. In this method, the clients' parameters in local learning are 

aggregated on the server. In a 2021 study for the communication of federated learning-based 6G-enabled 

vehicular networks, the parameter information in different layers of neural networks is aggregated by weighted 

averaging [26]. Another privacy mechanism used in studies is homomorphic encryption. Ou et al. [27] 

presented a vertical federated learning model with homomorphic encryption for risk management. Encryption 

is used to exchange model information. In the study conducted in 2022, a federated learning approach was 

used to classify medical images in an IoT-based healthcare system, and data privacy was ensured by 

homomorphic encryption [28]. Zhao et al. [29] presented a federated learning framework for intelligent traffic 

management using differential privacy. The differential privacy technique adds random noise to the aggregated 

data and prevents attacks on vulnerable data. Another study analyzed histopathological medical images using 

federated learning and differential privacy. A method was proposed that interrupts gradient updates and inserts 

noise in histopathology [30]. Jia et al. [31] presented a blockchain-enabled federated learning approach in the 

IIoT. Data protection is achieved through homomorphic encryption and differential privacy-based k-means 

clustering. Another privacy mechanism that is rarely encountered in studies is zero-knowledge systems. In 

these systems, clients only learn about the output. While these systems provide suitable security, their 

computational and communication costs are expensive [32]. Chen et al. [33] proposed a zero-knowledge 

clustering approach with federated learning against attacks on IoT data.  

Researchers have developed several methods for data training of federated learning systems. In the literature, 

these methods can be categorized into three groups: statistical methods, methods based on decision trees, and 

methods based on neural networks. Gogineni et al. [34] developed a kernel regression model based on Fourier 

features for training local models. Wei et al. [35] presented a two-part logistic regression method in the learning 

process of a vertical federated learning system. In another vertical federated learning architecture, a method 

based on ridge regression is proposed for bi- and multi-party scenarios [36]. When the studies in which decision 

trees are preferred are examined, Yamamoto et al. [37] presented a gradient-boosting decision tree model based 

on federated learning for the privacy-based learning process using publicly available datasets. Studies such as 

financial risk prediction [38], intrusion detection [39], cancer disease prediction [40], etc., have been performed 

using the random forest method in federated learning applications. In a study predicting hospitalizations due 

to cardiac events, a support vector machine methodology was developed within the framework of federate 

learning [41]. Due to the nature of federated learning, neural network methods have been widely used by 

researchers to address privacy concerns. Vaid et al. [42] used the multilayer perceptron method for local 

training in a federated learning framework to predict mortality in hospitalized COVID-19 patients. A study 

using MR images performed local training with deep learning models [43]. LSTM, one of the deep learning 

methods, is another method used in the federated learning system [44–45]. Metaheuristic algorithms have been 

widely used for parameter optimization. Genetic algorithms [46], simulated annealing [47], particle swarm 

optimization [48], etc., have been used for parameter optimization of local training in federated learning 
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systems. Cui et al. [49] utilized federated learning technology and proposed an adaptive neuro-fuzzy inference 

system (ANFIS) optimized with gray wolf optimization to predict the reliability of groundwater levels. The 

literature also includes fuzzy models in the federated learning system [50–52]. 

In the short history of federated learning, there have been several reviews of the approach. KhoKhar et al. [53] 

reviewed image processing using federated learning. Reviews have been examined on the application of 

Federated Learning intrusion detection [54], resource optimization [55], healthcare [56], cyberspace security 

[57], electric vehicle transportation [58], 6G [59], etc. Javed et al. [60] surveyed vehicle networks and 

intelligent transportation systems using integrated federated learning and blockchain technologies. A study in 

2023 presented a comprehensive survey of attacks and defenses against federated learning [61]. 

Our study aims to provide a comprehensive bibliometric analysis of federated learning publications. Our study 

was conducted to fill a research gap in the field of FL. In 2018, there were only two studies on FL, and if we 

look at the years 2022 and 2023, the fact that more than a thousand studies are proposed annually has led to 

the need for a comprehensive literature review in this field. As there is no bibliometric study on FL from a 

holistic perspective, this comprehensive study on FL from a broad perspective is expected to significantly 

contribute to the literature. The publications discussed in this study were obtained from the WoS database, and 

then a comprehensive bibliometric analysis was carried out. The content of the study includes (1) publication 

types, number of publications, citations, and timeline analysis; (2) analysis of prolific authors, countries, 

organizations, document sources, and funding agencies; (3) collaborative networks using R; (4) keyword 

identification. 

Bibliometric analysis is a popular and meticulous approach for surveying and analyzing large volumes of 

scientific information [62–63]. This method allows us to statistically analyze the developments in a given field 

and make predictions in this area. In recent years, bibliometric analysis has gained significant attention. Li et 

al. [64] analyzed deep learning studies between 2007 and 2019 using VOS Viewer and Cite Space. The study 

analyzed annual publications, citations, most productive authors, institutions, countries, journals, and 

publications. In another study where the same analyses were carried out, operations research and management 

science publications in the Web of Science database were examined [65]. Ezugwu et al. [66] presented an 

extensive study by performing taxonomic classification and bibliometric analysis of metaheuristic algorithms. 

Shukla et al. [67] analyzed engineering applications in artificial intelligence from 1998 to 2018, indexed in the 

Web of Science and Scopus. Big data analytics and machine learning studies were analyzed in another 

bibliometric analysis of artificial intelligence research, 2006-2020. The articles from Scopus were analyzed by 

grouping them into clusters according to their fields of study [68]. Yu et al. [69] examined the studies published 

in the Fuzzy Optimization and Decision-Making journal between 2002 and 2017. In addition to analyzing the 

most productive publications, authors, countries, and organizations, the co-citation networks of cited authors, 

sources, and references were also revealed. Zhang et al. [70] conducted a topic change analysis of the 

Knowledge-Based Systems journal using bibliometric analysis. The study aims to predict future trends. 

In this paper, after the introduction and the extensive literature review, Section 2 describes the data and 

methodology of the bibliometric analysis. Section 3 presents a comprehensive bibliometric analysis of FL. The 

bibliometric analysis examined the most productive authors, countries, organizations, and journals. 

Collaborative studies were revealed through network diagrams, and analyses were conducted on frequently 

used terms. Finally, Section 4 discusses future research directions and concludes the study. 

2. Bibliometric Analysis 

2.1. Data Source and Methodology 

Web of Science is a database that lists the impact of scientific journals published in various disciplines, the 

number of citations received by published articles, authors' articles, and bibliographies of articles. WoS, also 

one of the most widely used databases for bibliometric analyses, indexes high-quality publications [69]. Most 
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review studies on publication, author, time, and other titles are done with the WoS database. The Web of 

Science Core Collection includes the Science Citation Index Expanded (SCIE), Social Sciences Citation Index 

(SSCI), Arts & Humanities Citation Index (AHCI), Emerging Sources Citation Index (ESCI), Conference 

Proceedings Citation Index – Science, Conference Proceedings Citation Index – Social Sciences & 

Humanities, Book Citation Index – Science, Book Citation Index – Social Sciences & Humanities citation 

indexes and covers titles from 1900 to the present day [71]. 

In our study, after reviewing planning, data collection, data analysis, and data visualization steps were carried 

out. As shown in Figure 1, opinions and suggestions for future research on federated learning were presented 

after all the steps. Before the data collection phase, the search topic was federated learning. Then, 5,740 

publications were searched in the WoS repository. The earliest study in this field was published in 2017. The 

bibliometric analysis filtered the document type to articles only, and 3,107 searched publications were 

considered. Since our research aims to examine the studies on federated learning from a broad perspective, no 

special restrictions have been set for the data to be utilized. On 15 August 2023, all information on the articles 

included in the bibliometric analysis was transferred from WoS. The bibliometric analysis was initiated in 

August 2023. Accordingly, publications from 2024 could not be incorporated into the study. Further studies 

are planned, including an analysis of the current literature. 

The exported data contains many attributes such as author, country, author institution, date, title, abstract, 

keywords, etc. In the bibliometric analysis, tables and figures are presented using total publications (TP), total 

citations (TC), citations per year, citations per publication (TC/TP), and h index performance indicators. 

Cooperation networks depict collaborations in the studies. Topics and concepts were analyzed with time 

graphs, thematic maps, and structure maps. 

2.2. Data Source and Methodology 

Using the WoS database, 5740 publications were found when the subject title was searched as federated 

learning. The publication types of these studies are given in Figure 2. Most studies were articles (3,107 

publications) and proceeding papers (2460 publications). These two document types account for 97% of total 

publications. In early access and review article types, 204 and 129 studies were reported, respectively. It has 

been determined that there are insufficient studies on the publication types of correction, book chapters, letters, 

and book reviews. The number of publications in these document types is reported to be less than 10. 

 
Figure 1. Research design 
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Figure 2. Document types of the publications 

The categorization of article studies according to WoS is shown in Figure 3. It was found that article 

publications were primarily included in the study categories of engineering, electrical engineering, computer 

science, information systems, and telecommunications. The number of federated learning publications in these 

categories was more than 1000. After these categories, the fields with the highest number of articles are 

Computer Science Artificial Intelligence (381 articles) and Computer Science Theoretical Methods (355 

articles). In particular, federated learning is known to be highly relevant to the disciplines of electrical and 

electronic engineering and computer science. The classification of federated learning studies according to 

research areas is given in Figure 4. Computer science and engineering fields account for 70% of the studies. 

Mathematics, physics, chemistry, materials science, and other disciplines contributed less than 10% to 

federated learning studies. 

 
Figure 3. Top 10 WOS categories of the publications 

 
Figure 4. Research areas of the publications 
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According to the data obtained from the WoS database, the annual number of federated learning studies is 

illustrated in Figure 5. According to the graph, the first publication belongs to 2017. In 2019, studies in this 

field were limited to 12 articles. In 2020 and beyond, federated learning studies gained momentum, and the 

number of publications gradually increased. In 2020, the number of articles exceeded 100 for the first time, 

and in 2022, the number of articles exceeded 1,000. The number of publications in 2022 increased 2.13 times 

compared to 2021. The number of publications realized in 2023 (until August) is 1,080.  

 
Figure 5. Annual publications 

Figure 6 shows the annual number of citations and annual citations per publication. According to article studies 

conducted between 2017 and 2023-8, it was stated that there was an average of 8.83 citations per publication. 

It has been determined that 2020 publications received the most citations. This year's studies were cited 11276 

times, and the average number of citations per article was 63. The highest TC/TP ratio was in 2019, with 482 

citations per article. According to these results, it has been determined that the studies conducted in 2019 and 

2020 are valuable, worth citing, and essential sources of current studies. 

 
Figure 6. Citation trend analysis 

The top 10 most influential publications, according to the highest number of citations, are given in Table 1. 

Yang et al. [72] is the most influential article with 3991 citations. All 10 articles have been cited more than 

400 times, while the top 3 have been cited more than 800 times. On average, nine articles in the top 10 are 

cited 100 or more times per year. When the articles are analyzed, it is seen that all of them have three or more 

authors. Institutions in China conducted a Yang et al. [72] study. Li et al. [64] article was found to be prepared 

by USA institutions. Except for the 8th-ranked publication, it was determined that the articles ranked 3-10 

were realized with the countries' cooperation. 

2.2.1. Authorship and Institution Analysis 

Since 2019, the authors have carried out many studies with federated learning. The most prolific authors in 

this field are given in Table 2. Twelve authors have published more than 20 articles. According to the total 

number of articles, Niyato (46 publications), Poor (38 publications), Han (32 publications), and Guizani (30 
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publications) are the most contributing authors. Yang and Liu stand out in the number of citations. Especially 

the article they published in 2019 received 3991 citations. These authors' TC/TP ratios are 210.74 and 191.88, 

respectively. Another critical performance measure is the h index. Niyato and Poor are the authors with the 

highest index. When the number of publications and the h index are analyzed together, the h index performance 

of Xiong, Zheng, and Bennis is also quite impressive. 

Institutions' contributions to federated learning publications are given in Figure 7. Especially universities in 

China have significantly contributed to the FL area. Chinese Academy of Sciences ranks first in this field with 

115 publications, followed by Beijing University of Posts Telecommunications with 94 publications. After 

China, the most productive organizations were found to be from Singapore. Nanyang Technological University 

has 91 articles in the field of FL. It was determined that the number of articles from the institutions in the top 

10 is over 60. 

Table 1. Most influential articles 

Rank Authors Year Title Journal 
Total 

Citation 

TC/ 

Year 

1 Yang Q; Liu Y; Chen TJ; Tong YX 2019 
Federated Machine Learning: Concept 

and Applications 

ACM Transactions on 

Intelligent Systems and 

Technology 

3991 798.2 

2 Li T; Sahu AK; Talwalkar A; Smith V 2020 
Federated Learning: Challenges, 

Methods, and Future Directions 

IEEE Signal Processing 

Magazine 
1233 308.25 

3 
Wang SQ; Tuor T; Salonidis T;Leung 

KK; Makaya C; He T; Chan K 
2019 

Adaptive Federated Learning in 

Resource Constrained Edge Computing 

Systems 

IEEE Journal on Selected 

Areas in Communications 
815 163 

4 

Lim WYB; Luong NC; Hoang DT; Jiao 

YT; Liang YC; Yang Q; Niyato D;  

Miao CY 

2020 
Federated Learning in Mobile Edge 

Networks: A Comprehensive Survey 

IEEE Communications 

Surveys & Tutorials 
686 171.5 

5 

Kairouz P; McMahan HB; Avent B; 

Bellet A; Bennis M; Bhagoji AN; ...; 

Than S. 

2021 
Advances and Open Problems in 

Federated Learning 

Foundations and Trends in 

Machine Learning 
583 194.33 

6 
Sattler F; Wiedemann S; Muller KR; 

Samek W 
2020 

Robust and Communication-Efficient 

Federated Learning From Non-i.i. Data 

IEEE Transactions on 

Neural Networks and 

Learning Systems 

512 128 

7 
Wang XF; Han YW; Wang CY; Zhao 

QY; Chen X; Chen M 
2019 

In-Edge AI: Intelligentizing Mobile 

Edge Computing, Caching, and 

Communication by Federated Learning 

IEEE Network 465 93 

8 
Chen MZ; Yang ZH; Saad W; Yin CC; 

Poor HV; Cui SG 
2021 

A Joint Learning and Communications 

Framework for Federated Learning Over 

Wireless Networks 

IEEE Transactions on 

Wireless Communications 
447 149 

9 
Reke N; Hancox J; Li W; Milletari F; 

Roth HR; Albarqouni S; ... ;Cardoso MJ. 
2020 

The Future of Digital Health with 

Federated Learning 
NPJ Digital Medicine 425 106.25 

10 
Lu YL; Huang XH; Dai YY; Maharjan 

S; Zhang Y 
2020 

Blockchain and Federated Learning for 

Privacy-Preserved Data Sharing in 

Industrial IoT 

IEEE Transactions on 

Industrial Informatics 
419 104.75 
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Table 2. Most productive authors 

Rank Author ORCID/DBLP TP TC TC/TP h_index 

1 Niyato  46 2624 57.04 20 

2 Poor  38 2339 61.55 19 

3 Han  32 803 25.09 11 

4 Guizani  30 649 21.63 12 

5 Yang  27 5690 210.74 11 

6 Liu  25 4797 191.88 8 

7 Xiong  25 1261 50.44 14 

8 Hong  23 1057 45.96 11 

9 Li  23 946 41.13 9 

10 Bennis  22 1469 66.77 12 

11 Zheng  21 1385 65.95 13 

12 Quek  21 1030 49.05 10 

 

 
Figure 7. Most productive institutions 

All scientific data must use the SI system (Système International d'Unités). There should be no space between 

the % sign and the number. The percent sign (%) is used after the number, e.g., 18%. A decimal point must be 

used in decimal numbers, e.g., 2.5 instead of 2,5. 

2.2.2. Country / Region Analysis 

Within the framework of bibliometric analysis, the 10 most productive countries were analyzed, and the total 

number of publications by year is shown in Figure 8. In terms of total articles, China (1715 articles) and the 

USA (477 articles) were reported to be the most significant contributors to federated learning, followed by 

Australia (266 articles), Canada (252 articles), England (251 articles), and South Korea (231 articles). India 

(176 articles), Singapore (147 articles), Saudi Arabia (126 articles), and Japan (1712 articles) countries were 

found to be less efficient. There has been a rapid increase in the number of publications in China over the 

years. In 2023 (up to August), they published 597 publications. China contributed 56% of the articles. The 

USA significantly contributed to federated learning with 233 publications in 2022. The publications in the 

USA represent 16% of the total number of articles. 
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The USA conducted its first article on federated learning in 2018. It is the only study in this field this year. 

Most of the countries in the top 10 appeared to have started work on articles on federated learning in 2019. 

Studies in India, which is among the top 10 most productive countries, were found to have started in 2021. 

 
Figure 8. Most productive countries 

2.2.3. Document Sources and Funding Agencies Analysis 

The list of the top 10 publication titles is shown in Figure 9. It was determined that the most published journal 

of federated learning studies was the IEEE Internet of Things Journal, with 232 articles. IEEE Access follows 

this journal with 163 articles and IEEE Transactions on Industrial Informatics with 110. The number of 

publications in the other 10 journals in the top 10 is below 70. These 10 journals, which contribute the most to 

the field of FL, have 31% of the total articles. 

 
Figure 9. List of the top 10 contributing journals 

The list of the top contributing financial agencies is shown in Figure 10. In particular, the National Natural 

Science Foundation of China (NSFC) ranks at the top in this field, contributing to 1112 articles. NSFC 

contributed more to the number of publications than the other funding agencies in the top 8. The NSFC 

organization was found to have funded 36% of the articles analyzed. The National Key Research and 

Development Program of China and Fundamental Research Funds for the Central Universities are other 

influential organizations in China with financial support for 242 and 161 articles, respectively. The National 

Science Foundation NSF (211 publications) from the USA, the National Research Foundation of Korea (126 

publications), and the Ministry of Science Ict Msit Republic of Korea (96 publications) from South Korea are 

other prominent organizations. The European Union Eu is another organization among the top 10 funding 

agencies, contributing 87 articles. 
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Figure 10. List of top contributing funding agencies 

2.2.4. Timeline Analysis 

The bibliometric analysis investigated the evolution of federated learning research content over time and 

produced timelines. The timeline illustrating the most commonly used terms in the titles of articles on federated 

learning is presented in Figure 11. In 2021-2023, it was determined that the most widely used bigrams in article 

titles other than federated learning were edge computing, learning framework, learning approach, machine 

learning, and deep learning. In 2023, the use frequency of these terms in titles was 39, 41, 27, 16, and 24. In 

particular, it was determined that the terms in the top 10 were used 60 or more times in article titles for three 

years. Upon analysis of the 8 months in 2023, it was found that the usage of the phrases reinforcement learning, 

intrusion detection, deep reinforcement, and mobile edge increased by 55%, 61%, 100%, and 55%, 

respectively, compared to 2022. 

 
Figure 11. The most common bigrams in article titles 



JARNAS / 2024, Vol. 10, Issue 4, Pages: 875-898 / A Bibliometric Analysis on Federated Learning  

 

 

885 

 
Figure 12. The most frequently used keywords in articles 

The timeline of the most frequently used keywords in articles between 2019 and 2023 is shown in Figure 12. 

It was determined that the most commonly used keywords in the articles were Federated Learning, Training, 

Data Models, and Servers. It is seen that all 23 terms in the list are used as keywords in more than 100 articles. 

In 2022, the usage rates of Federated Learning and Training keywords in articles were 59% and 21%, 

respectively. However, in 2023, there was an increase in these rates, with Federated Learning rising to 69% 

and Training reaching 22%. In 2023, the frequency of server, computational modeling, privacy, and 

collaborative work in publications declined from 18%, 14%, 14%, and 14%, respectively, to 16%, 11%, 12%, 

and 5%. 

Academic studies must contribute towards sustainable development goals and address environmental, social, 

and economic challenges. The analysis of the articles within the scope of Sustainable Development Goals is 

shown in Figure 13. Most of the studies are within the scope of Good Health and Well-Being and Sustainable 

Cities and Communities. In 2022, 55% of federated learning publications were within the scope of the Good 

Health and Well Being sustainable target, while in 2023, this rate decreased to 37%. Federated learning 

applications for Industry Innovation and Infrastructure, Affordable and Clean Energy, Climate Action, Quality 

Education, and Responsible Consumption and Production are insufficient. 

 
Figure 13. Sustainable Development Goals analysis 
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2.2.5. Social Network Analysis 

The cooperation relationships of authors, organizations, and countries in federated learning article studies are 

given in Figures 14-16. The figures were generated using the R programming language's bibliometric library 

and the Shiny package framework. A link between two nodes signifies a connection between authors, 

countries, or organizations, where the width of the link represents the frequency of collaboration. The size of 

the node indicates the total link strength (TLS). Authors and institutions were categorized into six clusters, 

while countries were classified into two clusters differentiated by color.  

In addition to examining clusters, collaborations were assessed based on betweenness and closeness values. 

Betweenness centrality quantifies the frequency at which a node appears on the quickest path between other 

nodes. In contrast, closeness centrality evaluates each node based on its proximity to all other nodes within the 

network. 

According to the cooperation of the authors in Figure 14, Niyato's TLS was superior to the other authors. The 

most substantial collaboration relationship between Niyato was found to be with Xiong (18 articles), Kang (15 

articles), and Wei (11 articles). Betweenness and closeness scores of Niyato were calculated to be 241.25 and 

0.0145, respectively. Another author with high link strength was found to be Poor. The author frequently 

collaborated with Li (13 articles) and Chen (10 articles). Betweenness and closeness scores of the Poor are 

97.52 and 0.013, respectively. In the analysis of author collaboration, it was observed that Han, Liu, and Bennis 

exhibited significant TLS values. 

 
Figure 14. The collaboration network of authors 

According to the collaborative network of institutions shown in Figure 15, the institutions with the highest 

betweenness scores are Nanyang Technological University, Tsinghua University, and Xidian University. The 

betweenness scores of these organizations are 88.22, 62.84, and 46.80, respectively. When looking at the 

organizations with the most collaborations, the Chinese Academy of Sciences (503 links), Nanyang 

Technological University (364 links), Tsinghua University (275 links), Xidian University (269 links), and 

Beijing University of Posts Telecommunications (202 links) stand out. The Chinese Academy of Sciences and 

the University of Science Technology of China Cas co-authored 39 articles, the highest collaboration. 
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Figure 15. The collaboration network of institutions 

 

The analysis reveals that in collaborations among the countries presented in Figure 16, China (1351 links), the 

USA (741 links), the United Kingdom (478 links), Canada (421 links), Australia (406 links), and South Korea 

(333 links) stand out in terms of the number of their joint publications. It was determined that China and the 

USA cooperated in 279 articles on federated learning. This represents 16% and 58% of the total published by 

China and the USA, respectively. China also has more than 100 collaborative publications with each of the 

following countries: the United Kingdom, Australia, Canada, and Singapore. Cooperation between the USA 

and Australia resulted in 56 articles, while cooperation between the USA and South Korea resulted in 55 

articles. 

 

 
Figure 16. The collaboration network of countries 
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2.2.6. Keywords Detection 

The bibliometric analysis also analyzed Keywords Plus data obtained by WoS from articles. Keywords Plus 

are words or phrases that appear frequently in the titles of an article's references but not in the article's title. 

The word cloud formed by the Keywords Plus obtained from the articles is shown in Figure 17. Internet, 

networks, and privacy are the most frequently used terms, with frequencies of 256, 189, and 169, respectively. 

The frequency of use of the keywords plus optimization, framework, challenges, design, and communication 

was over 100. Keywords such as differential privacy, wireless, big data, 5G, intrusion detection, and energy 

have lower frequencies. 

 
Figure 17. Keywords Plus with the highest frequency 

Figure 18 displays the trigram word clouds derived from the abstracts of the articles. The study revealed that 

the most frequently occurring trigrams within article abstracts included federated learning fl (1172 times), 

machine learning ml (239 times), federated learning framework (200 times), distributed machine learning (198 

times), machine learning models (169 times), and artificial intelligence ai (159 times). Apart from the generally 

used trigrams, the most frequently used particular trigrams are identically distributed non-iid, mobile edge 

computing, convolutional neural network, edge computing mec, local model updates, stochastic gradient 

descent, and uncrewed aerial vehicles. The frequency of these trigrams was found to be more than 50. 

 

 
Figure 18. The most frequently used trigrams in article abstract 
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2.2.7. Conceptual Structure 

This study section presents conceptual structure analyses of studies on federated learning. Thematic maps are 

intuitive plots that provide insight into the field's current and future sustainability. Themes are derived from 

the words in the publications. In thematic analysis, themes are derived by using words from publications. In 

thematic maps, these themes are characterized according to their intensity and centrality. Density is plotted on 

the y-axis, and centrality on the 𝑥-axis. Centrality gives the degree of relationship between topics; density 

measures the connectedness between nodes. These two characteristics measure whether specific topics are 

essential or not and the ability of the topic to develop and sustain itself. Themes in thematic maps can be 

analyzed according to the quadrant in which they are placed: (1) high density-high centrality: motor themes; 

(2) low density-high centrality: basic themes; (3) low density-low centrality: emerging or disappearing themes; 

(4) high density-low centrality: very specialized/niche themes. 

Figure 19 illustrates the thematic map obtained using the keywords within the federated learning articles. The 

thematic map's basic themes include convergence, classification, deep, and costs. The basic themes have 

undergone extensive research and are challenging to anticipate their future direction. Motor themes 

representing advanced topics include channel estimation, signal processing, forecasting, smart grid, data 

privacy, optimization, and wireless communication. Distributed data, attention, security, privacy, and 

intelligence have been recognized as specialized/niche themes, indicating thoroughly researched but 

disconnected areas. Secret sharing, fault diagnosis, active learning, vertical federated learning, and poisoning 

attacks are low-density and centrality topics. These themes represent emerging topics or will disappear from 

the field of study. The federated learning theme is both a basic and motor theme. 

 

 
Figure 19. Keywords thematic map 
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Based on the analysis of an article titled Bigrams, the thematic map is illustrated in Figure 20. The basic themes 

are federated learning, deep learning, transfer learning, fault diagnosis, detection system, detection system, 

multiple access, and transportation systems. At the same time, generative adversarial and adversarial networks 

are motor themes. While gradient descent, activity recognition, image classification, and access networks are 

among the niche themes open to development, medical data is identified on the map as a topic that may evolve 

or disappear. 

Factorial analysis was performed to reduce the dimensionality of the data and represent it in a low-dimensional 

space. Multiple correspondence analysis (MCA) is a popular approach for reducing dimensions to analyze the 

relationship pattern of various categorical dependent variables. The conceptual structure map generated by 

applying the MCA method is shown in Figure 21. The topics were clustered by determining the number of 

clusters as five. Cluster 1 (yellow) contains topics mostly about privacy methods, whereas Cluster 2 (blue) is 

about learning approaches. Cluster 3 (red) includes model-related issues like cloud computing, IoT, servers, 

and predictive models. Cluster 4 (green) is relevant to application areas such as resource allocation, wireless 

communication, energy consumption, and scheduling. A single cluster until they reach the topic in use. Height 

measures the distance between terms or clusters; distant terms describe different concepts.  

 

 
Figure 20. Article title bigrams thematic map 
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Figure 21. Keywords conceptual structure map 

3. Results and Discussion 

The present study analyzed articles on federated learning from the first publication until now. Publications 

exported from the WoS database underwent analysis, incorporating various statistical and bibliometric 

methods. These articles represent 54% of the total publications in different documents. Since federated learning 

is a new technology, the annual number of articles in this field is not very high. Still, the increase in the number 

of articles each year is remarkable. Our study has shown that federated learning studies are concentrated in 

some areas and applications, particularly in the health and energy sectors. 

Analyzing publications, citations, and keywords provides insights into the trends and characteristics of articles. 

Between 2017 and 2023-8, six articles with 500 or more citations out of 3107 publications were retrieved from 

the WoS database. Niyato, Poor, Han, and Guizani are the most influential authors in the article studies of 

federated learning. The most commonly occurring terms as Keywords Plus were identified as Internet, 

Networks, and Privacy. Publications regarding a novel machine learning approach to federated learning 

technology are anticipated to experience exponential growth soon. In the future, it aims to carry out a study on 

bibliometric analysis of federated learning publications in health or energy. 

The countries with the most extensive articles include China, the USA, Australia, Canada, and England. China 

was found to have more than 100 articles in collaboration with the following countries: the USA, United 

Kingdom, Australia, Canada, and Singapore. In other countries, this technology has not yet attracted much 

interest. Chinese Academy of Sciences (China), Beijing University of Posts Telecommunications (China), and 

Nanyang Technological University (Singapore) were determined as the most productive institutions. 

An analysis of the topic distributions and clusters of studies in the federated learning literature shows that all 

studies can be grouped into four or five clusters. In particular, when interpreting the results of the conceptual 
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structure map and the topic dendrogram, it can be seen that the study topics related to establishing data security 

and privacy methods, one of the main objectives of federated learning, form a cluster. Algorithms and 

approaches related to machine learning, deep learning, reinforcement, and distributed machine learning, which 

can be categorized under learning algorithms, form another cluster. As in all machine learning studies, the raw 

material of federated learning power is data. As a result of bibliometric analysis, a cluster of topics such as 

IoT, cloud computing, training data, and predictive models have been created to collect, transfer, and process 

data. In federated learning studies, hardware and software resources and Internet and energy-related resources 

are extremely important. At this point, research on planning, managing, and evaluating software, hardware, 

the internet, and energy resources also attracts attention as studies that form another cluster. 

The initial studies on federated learning surfaced in 2017, and since then, the number of studies in this field 

has rapidly increased. Figures 19 and 20 provide thematic maps, and Figure 12 shows the most frequently used 

keywords in articles, offering insight into the course of these studies. Upon analyzing the usage rates of 

keywords between 2017 and 2022, it is evident that there has been an increase in the usage of specific keywords 

in the last two years. After analyzing the positions and potentials of keywords in thematic maps created based 

on keywords and headings, five main concepts emerge: security and privacy, distributed data, data privacy, 

data models, and optimization. Although the number of new studies and recent growth potential is increasing, 

specific areas of interest may decrease. These areas include data poisoning attacks, fault diagnosis, active 

learning information, and collaborative work on data. 

Data reliability is crucial for success in machine learning applications. Traditional approaches are vulnerable 

to data poisoning, negatively affecting success by compromising data integrity and causing bias in training 

results. FL, originally conceived to establish a private and secure environment for distributed machine learning 

model training, currently grapples with notable privacy and security challenges. Aggregating clients' updated 

models on the global server is susceptible to security lapses, facilitating potential attacks such as poison attacks. 

Unauthorized access to updates could allow a malicious user to reverse weights, compromising client data. 

Consequently, there is a burgeoning interest in researching secure and privacy-preserving FL involving 

homomorphic encryption, differentiable privacy, and blockchain integrated with client selection models. 

Preventing malicious attacks from inserting faulty data is necessary to maintain data integrity. Poisoning attack 

modes, such as model distortion and feedback weaponization, are a topic of study with potential implications 

for federated learning. 

Optimization is one of the most common areas for future work in FL. The optimal selection of customers is 

crucial in FL because model updates enable global model convergence. Existing customer selection models 

prioritize how to select customers rather than determining the required number. Currently, a fixed number of 

customers without standardized criteria is widely used. Although increasing the number of clients may improve 

convergence, practical limitations such as resource constraints prevent this approach. Therefore, research is 

needed to determine the optimal number of clients. Additionally, further research is required to develop 

mechanisms that can dynamically determine client selection in each FL round. 

The development of technology and the decrease in sensitivity towards data privacy have caused major 

problems. Federated learning technology addresses customers' concerns in this regard. Not only is learning a 

promising technology federated, but it is also a new artificial intelligence business model. Especially 

considering its advantages of privacy and security, scalability, low power requirements, improved accuracy of 

results, reduced data training costs, and data minimization, this approach is likely to become increasingly 

common in machine learning research. On the other hand, the current federated learning technology has many 

problems related to communication and security breaches. Improvements in the methodology are significant 

to solve these problems. Therefore, the number of publications on topics such as local training, merging 

models, communication of clients, communication costs, and attacks on the system will increase. 

Once federated learning methodologies are developed, collaborative work on data analysis using FL 

technology by companies in the same country or different countries will increase rapidly. In particular, 
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companies with varying service areas can overcome the lack of customer information with this approach and 

achieve higher percentage accuracy rates in classification, clustering, and prediction studies. Federated 

learning will become a major requirement in healthcare, energy, retail, smart transport, insurance, banking, 

manufacturing, etc. 

4. Conclusion 

This study provides an extensive and detailed bibliometric analysis of FL publications, offering valuable 

insights into the evolution of research in this field. The results show that China and the USA dominate 

publications, while FL applications in health and energy sectors are emerging as significant focus areas. The 

thematic analysis also reveals strong research clusters around data privacy, machine learning approaches, and 

optimization techniques. These findings demonstrate FL's rapid growth and diverse applications, particularly 

in addressing privacy concerns. 

Future studies should address the security and communication challenges associated with FL. As privacy-

preserving methods such as homomorphic encryption and differential privacy gain traction, further research is 

needed to improve scalability and reduce communication costs. Additionally, developing dynamic client 

selection mechanisms and more efficient optimization techniques will be essential to enhance FL's 

effectiveness in real-world applications across various industries. 
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