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Abstract 

Silver is considered an important asset in terms of economic indicators and a valuable 

investment asset in terms of the markets. Therefore, determining silver prices is 

critically important for both national economies and investors. However, the non-

stationary and non-linear nature of silver prices makes predicting price movements 

challenging. The methods used for predicting silver prices must be suitable for 

capturing these volatile and complex behavioral characteristics. The silver market 

can be influenced by other commodities and investment assets. Factors affecting 

silver prices, such as gold prices, Brent crude oil prices, the US Dollar index, the VIX 

index, and the S&P 500 index, can play a significant role. In this context, these 

variables have been used as inputs for predicting silver prices in the study. Three 

different models have been developed to predict the prices one, two, and three days 

ahead. These models have been predicted using four different machine learning 

methods: linear regression, support vector regression (SMOReg), k-nearest 

neighbors (k-NN), and random forest (RF). The results show that the random forest 

and k-NN methods exhibit the highest performance. The random forest achieves the 

highest accuracy in the first two models, while k-NN excels in the third model. Linear 

regression and SMOReg methods are less successful compared to the others. 

Consequently, it can be concluded that random forest and k-NN methods can be 

preferred for long-term predictions, and that these results may provide valuable 

insights, especially for investors and decision-makers. 

 

 
1. Introduction 

 

For many years, individuals have utilized precious 

metals as a means of saving and investing, thereby 

making them a crucial component of the global 

financial system. The financialization of commodities 

markets permitted investors to diversify their 

portfolios and resulted in a considerable increase in 

investments associated with precious metals [1]. In 

both developed and developing economies, financial 
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products employ precious metals as indispensable 

assets for industrial processes. Consequently, 

commodities play an important role in economic 

growth and development. Precious metals serve as a 

reliable source of stability during periods of political 

and economic uncertainty. Gold, silver, platinum, and 

palladium, in particular, are essential inputs in 

industrial production. This has led to a heightened 

interest among investors in these metals within the 

context of financial markets. 
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Silver is a precious metal of considerable 

importance to both the global financial system and the 

industrial production system. In addition to its status 

as an investment vehicle and a store of value, silver is 

employed as a precious metal in a number of other 

contexts, including industrial production, art, 

medicine, chemistry, and photography. In addition to 

its role as a store of value against economic 

uncertainty, inflation, and exchange rate fluctuations, 

silver provides portfolio diversification for investors 

and facilitates trading transactions due to its high 

liquidity. These features have made silver a valuable 

financial instrument for both individual and 

institutional investors [2]. 

Throughout history, the price of silver has 

been influenced by a variety of economic and social 

factors. Historically, medieval Europe relied heavily 

on silver, a precious metal, as an essential economic 

resource. The Industrial Revolution of the nineteenth 

century and the “Silver Break” of 1873 had a 

significant impact on the price of silver. In the 20th 

century, global political and economic developments 

rendered silver a valuable asset. During the “Silver 

Crisis” of 1980, extensive silver purchases led to 

regulations that artificially inflated prices, ultimately 

causing a rapid decline. This crisis revealed the 

effects of speculative bubbles and market 

manipulations, leading to tighter financial 

regulations. Subsequently, silver prices increased 

significantly due to factors such as economic 

uncertainties, inflation concerns, rising investment 

demand, increased industrial usage, and the impact of 

the 2008 global economic crisis. In recent years, 

global financial crises and the COVID-19 pandemic 

have impacted the value and price of silver. Figure 1 

also shows the historical fluctuations in silver prices. 

 

Figure 1. Silver prices (1970-2024)  

Source: tradingeconomics.com 

 

Because of these characteristics, market 

participants closely monitor silver prices. Predicting 

silver prices is crucial for trading decisions, portfolio 

management, industrial production planning, 

economic indicators, and the overall health of 

financial markets. The purpose of this study is to 

predict the price of silver using a variety of variables, 

including the US Dollar Index, VIX Index, S&P 500 

Index, Brent Crude Oil, and gold prices. The central 

research question is to identify the most effective 

machine learning method for predicting silver prices 

with the minimum prediction error. Previous studies 

in this field have employed a range of methods, 

including linear regression, support vector regression 

(SMOReg), random forest, and K-Nearest Neighbors 

(k-NN), for financial prediction. A review of the 

literature reveals a limited number of studies on the 

use of machine learning methods for predicting silver 

prices. It is expected that the techniques and variables 

utilized in this study will enhance and broaden the 

existing body of research. The structure of the 

subsequent sections is as follows: The second section 

provides a summary of relevant literature; the third 

section details the dataset and method explanations; 

the fourth section presents the experimental results; 

and the final section discusses the conclusions and 

implications. 

 

2. Literature Review 

 

In recent years, machine learning techniques have 

been extensively utilized in the field of financial 

prediction. The literature in this field is growing 

rapidly, with new studies contributing to a continually 

expanding body of knowledge. A significant number 

of studies have employed machine learning 

techniques to predict the prices of precious metals. 

However, it has been observed that the number of 

studies that predict silver prices with machine 

learning methods is limited. This section presents an 

overview of studies that predict silver prices and 

prices of other precious metals using machine 

learning methods, with a particular focus on studies 

conducted in recent years. 

Çelik and Başarır (2017) predict the prices of 

precious metals such as gold, silver, platinum, and 

palladium using artificial neural networks (ANN). 

They use five performance metrics to assess the 

accuracy of the predictions. The study analyzes five 

years of various financial data. The results show that 

the error rates in market predictions are at acceptable 

levels [3]. 

Goel et al. (2022) use machine learning 

methods to predict gold and silver prices in the Indian 

market. They conducted the analysis using CNN and 
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CNN-RNN hybrid models, utilizing data from 

January 2021 to August 2022. The results show that 

the RNN model is only successful in gold price 

prediction, while other models generally provide 

acceptable accuracy [4]. 

Üntez and İpek (2022) predict silver prices 

using LSTM and ARIMA deep learning methods. The 

results of the study reveal that the ARIMA method 

shows more realistic predicts [5]. 

Öndin and Küçükdeniz (2023) predict silver 

prices using Google Trends data and the Latent 

Dirichlet Allocation (LDA) method. They predict 

silver prices using random forests, gaussian 

processes, support vector machines, regression trees, 

and artificial neural networks. The regression tree 

method yields the most successful predict results [6]. 

Alparslan and Uçar (2023) use machine 

learning methods to examine gold and silver 

commodity price predictions for the COVID-19 

pandemic period. The performance of the models is 

evaluated using MAE, MAPE, and RMSE metrics. 

The findings show that the Long Short-Term Memory 

(LSTM) model provides more accurate predictions in 

the pre-COVID-19 period, while Support Vector 

Regression (SVR) provides the best predict results for 

gold and LSTM for silver in the COVID-19 period 

[7]. 

Wang et al. (2023) develop an innovative 

model to predict silver prices. This model includes 

conventional neural networks (CNNs), the self-

attention mechanism (SA), and the new gated unit 

(NGU). The results show that the CNN-SA-NGU 

model outperforms other models with a MAE of 

87.90, the explained variance score (EVS) of 0.97, the 

r-squared (R²) of 0.97, and a training time of 332.78 

seconds [8]. 

Gono et al. (2023) use the XGBoost machine 

learning method to predict silver prices. They develop 

two main models to predict silver price fluctuations. 

In the first model, it predicts that prices will fall on 

the first two days, rise on the third day, fall again on 

the fourth day, and rise on the fifth and sixth days. The 

first model performs best with a MAPE value of 

5.98% and a RMSE value of 1.6998. In the second 

model, it predicts that prices will fall on the first three 

days, then rise until the sixth day. The model’s RMSE 

value is 1.6967, and its MAPE value is 6.06%. The 

proposed models perform best when compared to 

other ensemble models such as CatBoost and random 

forest [9]. 

Gür (2024) evaluates the performance of a 

hybrid model consisting of CNN, LSTM, GRU, and a 

combination of these models for silver price 

prediction. The models are trained with historical 

silver price data, and their prediction accuracies are 

compared. The findings show that the CNN-LSTM-

GRU hybrid model produces more successful 

predictions [10]. 

Jin and Xu (2024) use 13 years of data to 

predict silver prices. In the study, models were 

developed using Gaussian process regression and 

Bayesian optimization techniques, and relatively 

high-level predictions were determined. For the silver 

price, RRSE was calculated as 0.2257%, RMSE as 

0.0515, MAE as 0.0389, and correlation coefficient as 

99.967% [11]. 

 

3. Material and Method 

 

Machine learning is a subfield of artificial intelligence 

that enables computers to learn and act in a manner 

analogous to humans, with the assistance of 

algorithms and data. One of the fundamental tenets of 

machine learning is to achieve enhanced performance 

by minimizing human involvement [12]. In this 

context, machine learning empowers computers to 

improve their performance and make informed 

judgments through data acquisition. The main goal is 

to create models using data to generate forecasts and 

predictions. Machine learning algorithms construct a 

model by studying data and generating predictions 

based on it. The problem’s specific attributes and data 

collection features inform algorithm selection and 

use. The field of machine learning has experienced 

significant advancements over time, particularly in 

the area of data interaction and modeling methods. 

From its earliest stages to its present state, machine 

learning has undergone a notable evolution, 

progressing from its basic forms to the more 

sophisticated deep learning techniques we observe 

today. These advancements have enabled the efficient 

application of machine learning across various fields. 

Machine learning provides an extensive array of 

applications in the financial industry, significantly 

contributing to the resolution of diverse financial 

issues. Machine learning methods are also extensively 

applied in the financial field. The analytical and 

predictive functionalities it offers in domains 

including credit scoring, algorithmic trading, 

portfolio management, and market predicting 

facilitate more effective and efficient financial 

decision-making [13]. 

Many algorithms have been developed for 

machine learning. Some of these algorithms are 

particularly suitable for financial predicting and have 

high performance, as reported in the literature. This 

study employed linear regression, support vector 

regression (SMOReg), random forest, and K-Nearest 

Neighbor (k-NN) methods commonly utilized in the 

literature to predict silver prices [14]. 
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Linear regression is a statistical method used 

to establish a relationship between a dependent 

variable and one or more independent variables. The 

purpose of linear regression is to find the best-fit line 

representing the linear relationship between the 

dependent variable and the independent variables 

[15]. 

In the simple linear regression algorithm, a 

single attribute is used to predict the response that 

emerges from this attribute. It is assumed that these 

two variables are linearly related. Therefore, a 

function is tried to be found that predicts the response 

value (y) as accurately as possible as a function of the 

attribute or independent variable (x) [16]. 

 

ℎ(𝑥𝑖) = 𝛽0 + 𝛽1𝑥𝑖 + 𝜀𝑖                                           (1) 

 

where, 

ℎ(𝑥𝑖) represents the predicted response value for the 

i th observation. 

𝛽0 is regression coefficient (intercept/constant) 

𝛽1 is regression coefficient (slope) 

𝜀𝑖, represents the error term. 

Support Vector Machines (SVM) are 

algorithms that can be used to solve both 

classification and regression problems [17]. SVM was 

proposed for solving classification problems in the 

study conducted by Cortes and Vapnik [18]. Smola 

and Scholkopf [19] and Shevade et al. [20] developed 

the Support Vector Regression method to address 

regression problems involving SMOs [21]. 

Regression analysis is a model that deals with the 

relationship between variables in the prediction 

problem. SMOreg addresses the chaotic and 

inefficient issues found in standard SMO and utilizes 

optimization guidelines for binary problems. By 

employing two threshold parameters, SMOreg 

operates more efficiently than the original SMO. The 

SMOreg algorithm further enhances the convergence 

value observed in SMO, thereby demonstrating 

improved efficiency and performance [22]. SMOreg 

uses structural risk minimization constraints as a 

model, which makes it a reliable way to predict 

regression and deal with small-sample data that is not 

linear. Consequently, SMOreg is capable of 

accurately predicting time series data [23]. 

The k-Nearest Neighbors (k-NN) algorithm is 

a method used for classification problems. When k-

NN classifies a new data point, it does so based on the 

labels of the k nearest neighbors in the existing dataset 

[24]. Additionally, regression problems commonly 

use it due to its low computational cost and ease of 

interpretation. In regression tasks, k-NN determines 

the predicted value of a new data point by calculating 

the average of the target values of the k nearest 

neighbors. This process involves calculating the 

distances between data points, selecting the k nearest 

neighbors, and averaging the target values of these 

neighbors. 

Random Forest (RF) is a machine learning 

technique that utilizes multiple decision trees and is 

employed in both regression and classification 

problems [25]. The Random Forest algorithm is a 

bagging-based machine learning method [26]. This 

algorithm constructs multiple decision trees to 

improve accuracy and stability by combining them. In 

Random Forest, each tree’s growth increases the 

degree of randomness in the model. Specifically, 

rather than searching for the best feature during node 

splits, the best feature is selected from a randomly 

chosen subset of features. This approach enhances 

model diversity, resulting in improved overall 

performance [27]. 

 

3.1. Evaluation Metrics 

 

Correlation Coefficient: The correlation coefficient is 

a statistical measure that quantifies the direction and 

strength of the relationship between a dependent 

variable and one or more independent variables. The 

correlation coefficient can assume a value between -1 

and 1. A correlation coefficient of -1 indicates an 

inverse relationship between the two variables; a 

correlation coefficient of 0 indicates the absence of a 

relationship between the two variables; and a 

correlation coefficient of 1 indicates a perfect 

relationship between the two variables [28]. 

Mean Absolute Error (MAE): Mean absolute 

error attempts to find out how far the predicted values 

are from the actual values. The formula for Mean 

Absolute Error (MAE) is: 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑃𝑖 − 𝐴𝑖|𝑛

𝑖                                          (2) 

 

where:  

n is the number of observations. 

P_i represents the actual values. 

A_i represents the predicted values. 

|𝑃𝑖 − 𝐴𝑖|  is the absolute error for each observation. 

In essence, MAE represents the average of the 

absolute differences between the actual and predicted 

values, thereby providing a measure of the degree to 

which the model’s predictions align with the actual 

data. 

Root Mean Square Error (RMSE): The root 

mean square error (RMSE) is a statistical measure that 

quantifies the discrepancy between the predicted and 

actual values. It provides a means of assessing the 

magnitude of the error in estimating the distance 
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between the two sets of values. The RMSE is 

calculated by taking the standard deviation of the 

prediction errors, thereby providing a measure of the 

spread of the prediction errors. 

The formula for Root Mean Square Error (RMSE) is: 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑃𝑖 − 𝐴𝑖)2𝑛

𝑖                                        (3) 

 

where: 

n is the number of observations. 

𝑃𝑖 represents the actual values. 

𝐴𝑖  represents the predicted values. 

(𝑃𝑖 − 𝐴𝑖)2 is the squared error for each observation. 

The RMSE is useful for assessing the accuracy of a 

model; it provides a measure of how much error is 

present in the predictions and tends to give more 

weight to larger errors due to the squaring step. 

Relative Absolute Error (RAE): The relative 

absolute error is calculated by taking the sum of the 

difference between the predicted and actual values 

and dividing it by the sum of the difference between 

the actual value and the mean of the actual values. 

The formula for Relative Absolute Error is: 

 

𝑅𝐴𝐸 =
1

𝑛
∑

∑ (𝑃𝑖−𝐴𝑖)𝑛
𝑖

∑ (𝑃𝑖−𝐴𝑚)𝑛
𝑖

𝑛
𝑖                                               (4) 

 

where: 

n is the number of observations. 

𝑃𝑖 is the actual value for observation i. 

𝐴𝑖 is the predicted value for observation i. 

𝐴𝑚 is total of actual values. 

RAE is a valuable tool for assessing the efficacy of a 

model by providing a benchmark against which its 

performance can be evaluated. It is particularly useful 

for comparing the added value of more complex 

models relative to a straightforward reference model. 

Root Relative Squared Error (RRSE): The 

Root Relative Squared Error (RRSE) formula is 

utilized to assess the efficacy of a predictive model, 

particularly in regression tasks. It entails a 

comparison between the error associated with a 

model’s predictions and the error associated with a 

baseline model that predicts the mean of the actual 

values. 

The formula for RRSE is: 
 

RRSE = √
1

𝑛
∑

∑ (𝑃𝑖𝑗−𝐴𝑖)2𝑛
𝑖

∑ (𝑃𝑖−𝐴𝑚)2𝑛
𝑖

𝑛
𝑖                                       (5) 

 

where: 

n is the number of observations.  

𝑃𝑖𝑗 is the predicted value of dataset 𝑗 for observation 

𝑖.  
𝐴𝑖 is the predicted value for observation i. 

𝐴𝑚 is total of actual values. 

 

The RRSE is a useful tool for evaluating the 

relative performance of a regression model in 

comparison to a basic model that solely predicts the 

mean of the actual values. By normalizing the squared 

error with respect to the error of the mean prediction, 

the RRSE provides a measure of improvement or 

deterioration in predictive performance. 

 

3.2. Data Set 

 

The data set of the study consists of daily price data 

for silver, US dollar index, VIX index, S&P 500 

index, Brent oil and gold between 02/01/2008-

28/06/2024. The variables included in the study’s 

daily closing prices include 4090 days of data. The 

dataset of the study is obtained from Yahoo Finance 

[29]. The open-source software WEKA, utilized in 

the field of data mining, has been selected for the 

analysis of the working data. The variables that are 

thought to affect silver prices and the studies in the 

literature on these variables are shown in Table-1. 

 
Table 1. Variables 

Variables Abbreviation Unit Variable Type Frequency References 

Silver XAG Ons/USD Output Daily  

USD Dollar Index DXY Index Input Daily [30] 

Volatility Index VIX Index Input Daily [31];[32]; [33];[34]; 

S&P 500 Index SPX Index Input Daily [30] 

Brent Oil XBR Barrel/USD Input Daily [35];[36]; [37];[38] 

Gold  XAU Ons/USD Input Daily [39];[40];[41]; [42];43 
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4. Results and Discussion 

 

In this section of the study, the historical prices of 

silver during the research period are presented. This 

section also includes descriptive statistics for the 

variables, a correlation matrix, and the study’s 

analysis results. 

 
Figure 2. Silver prices in the research period 

Source: created by the authors 

 

Figure 2 illustrates that after the 2008 global 

economic crisis, silver prices entered a distinct 

upward trend. During this period, the price of silver 

reached approximately 50 USD per ounce, marking a 

historical peak. In the following years, particularly 

until 2020, silver prices exhibited relatively low 

volatility. However, in 2020, with the increased 

perception of global risk caused by the COVID-19 

pandemic, there was a significant surge in silver 

demand, leading to a rise in silver prices. In 2021, 

prices remained elevated but showed some 

fluctuations. In 2022 and 2023, price variability 

continued due to economic recovery, monetary 

policies implemented by central banks, and other 

economic factors. In the first six months of 2024, 

silver prices fluctuated due to global economic 

developments, ranging from between 22 and 32 USD. 

 
Table 2. Descriptive statistics 

 DXY VIX SPX XBR XAU XAG 

Min. 71.33 9.14 676.53 19.33 713.30 8.79 

Max. 114.11 82.69 5487.03 146.08 2433.90 48.58 
Mean 90.30 19.99 2450.50 78.63 1439.60 20.86 

Std. 9.84 9.12 1193.38 24.97 340.24 6.27 

Obs. 4090 4090 4090 4090 4090 4090 

 

Table 2 presents the descriptive statistics of 

the variables. According to the descriptive statistics 

table, the highest volatility is observed in the VIX, 

with a standard deviation (9.12) significantly higher 

than its mean (19.99). The SPX shows significant 

fluctuation, with a wide range and a high standard 

deviation (1193.38).  

Correlation analysis is effectively used in 

machine learning-based modeling studies to identify 

input variables with high correlation in order to 

eliminate the problem of multicollinearity. A 

correlation coefficient greater than 0.8 indicates a 

significant relationship between the variables [44]. In 

this study, correlation analysis was conducted to 

examine whether there is a multicollinearity 

relationship among the variables. The analysis 

concluded that there are no barriers to including all 

selected input variables in the model. The results of 

the correlation analysis among the input variables are 

presented in Table 3. According to the findings, there 

is a strong positive relationship (0.7794) between 

DXY and SPX, indicating that the U.S. Dollar Index 

is in alignment with the S&P 500 Index. A moderately 

positive relationship (0.4443) is observed between 

DXY and XAU. 

 
 

Table 3. Correlation table for the variables 

 DXY VIX SPX XBR XAU XAG 

DXY 1     1 

VIX -0.1352 1    -0.1352 

SPX 0.7794 -0.2140 1   0.7794 

XBR -0.5106 -0.1390 -0.1687 1  -0.5106 

XAU 0.4443 -0.1383 0.7477 0.1537 1 0.4443 

 

 

The strong positive correlation (0.7477) 

between SPX and XAU suggests that these two 

variables generally move together. On the other hand, 

there is a negative relationship (-0.5106) between 

DXY and XBR, indicating that the U.S. Dollar Index 

moves in the opposite direction of Brent crude oil 

prices. 
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Table 4. Analysis results 

Linear Regression 

Error Terms t+1 t+2 t+3 

Correlation Coefficient 0.9210 0.9183 0.9167 

MAE 1.7980 1.8168 1.8312 

RMSE 2.5324 2.5734 2.5975 

RAE% 34.6658 35.0281 35.3059 

RRSE% 38.9844 39.6149 39.9858 

SMOReg 

Error Terms t+1 t+2 t+3 

Correlation Coefficient 0.9181 0.9151 0.9136 

MAE 1.7497 1.7671 1.7793 

RMSE 2.6594 2.702 2.7307 

RAE% 33.7345 34.0712 34.3061 

RRSE% 40.9398 41.5948 42.0372 

k-NN 

Error Terms t+1 t+2 t+3 

Correlation Coefficient 0.9954 0.9937 0.9926 

MAE 0.4192 0.4696 0.4713 

RMSE 0.6320 0.7316 0.7878 

RAE% 8.0816 9.0535 9.0873 

RRSE% 9.7298 11.2619 12.1281 

Random Forest 

Error Terms t+1 t+2 t+3 

Correlation Coefficient 0.9960 0.9941 0.9937 

MAE 0.3969 0.4458 0.4745 

RMSE 0.5877 0.7144 0.7342 

RAE% 7.6518 8.5953 9.1479 

RRSE% 9.0468 10.9971 11.3019 

 

In the current study, three distinct models 

have been developed to predict silver prices. As 

presented in Table 4, the first model is denoted as t+1, 

the second as t+2, and the third as t+3. The primary 

objective in constructing these models is to predict 

silver prices for one, two, and three days into the 

future. Each model uses the input variable values 

from day t, while the output variable-silver price-is 

represented by its value on days t+1, t+2, and t+3 for 

the first, second, and third models, respectively. The 

price predictions from these models are evaluated 

using four different machine learning algorithms. The 

use of multiple machine learning methods is intended 

to ensure the comparability and reliability of the 

results, facilitating the identification of the model that 

incorporates the most accurate method. The dataset is 

split into 80% training data and 20% test data. 

Predictions are made exclusively with the test data, 

and the models’ performance is assessed based on 

these results. Model comparison is conducted through 

the error terms derived from the test data, method 

producing the lowest error being deemed the most 

successful. 

Table 4 presents the prediction performance 

of four different machine learning methods 

individually: 

Linear Regression 
 

Correlation Coefficient: The correlation coefficient 

decreases slightly over time (0.9210→0.9167), 

indicating a gradual decline in the model’s predictive 

accuracy as time progresses. 

MAE and RMSE: Both MAE (1.7980→1.8312) and 

RMSE (2.5324→2.5975) show a slight increase over 

time. As errors increase, the model’s predictions 

become less precise.  

RAE and RRSE: Percentage errors also increase over 

time (RAE%34.66→%35.30, 

RRSE%38.98→%39.98), suggesting a decline in 

model performance over time. 
 

SMOReg 

 

Correlation Coefficient: Similar to linear regression, 

the correlation coefficient decreases over time 

(0.9181→0.9136). 

MAE and RMSE: Over time, there have been slight 

increases in MAE (1.7497 → 1.7793) and RMSE 

(2.6594→2.7307). Although errors remain relatively 

low, they increase over time. 

RAE and RRSE: Percentage errors increase over time 

(RAE %33.73→%34.31, RRSE %40.94→%42.04), 

indicating a decline in performance. 



E. Ergin, B.S. Eren / BEU Fen Bilimleri Dergisi 13 (4), 1293-1303, 2024 

1300 

k-NN (k-Nearest Neighbors) 

 

Correlation Coefficient: The correlation coefficient 

remains very high compared to other models 

(0.9954→0.9926). Although there is a very slight 

decrease over time, the model’s accuracy remains 

quite stable. 

MAE and RMSE: MAE (0.4192→0.4713) and RMSE 

(0.6320→0.7878) show a slight increase over time, 

but the errors are very low compared to other models. 

RAE and RRSE: Percentage errors (RAE 

%8.08→%9.09, RRSE %9.73→%12.13) also 

increase over time but remain much lower than those 

of other models. 

 

Random Forest 

 

Correlation Coefficient: is very high 

(0.9960→0.9937), with a slight decrease over time, 

but the accuracy remains strong. 

MAE and RMSE: MAE (0.3969→0.4745) and RMSE 

(0.5877→0.7342) increase over time, however these 

values remain relatively low compared to other 

models. 

RAE and RRSE: Percentage errors (RAE % 7.65→% 

9.15, RRSE % 9.05→% 11.30) are low, with a 

moderate increase. 

k-NN and Random Forest exhibit the lowest 

error rates and highest correlation coefficients for t+1, 

t+2, and t+3 predictions. Although both models 

experience a minimal decrease in performance over 

time, they remain superior. In contrast, linear 

regression and SMOReg models show deteriorating 

performance and increasing errors over time, 

particularly in terms of MAE and RMSE. As time 

progresses (towards t+3), k-NN and Random Forest 

models provide better predictions, whereas linear 

regression and SMOReg models perform weaker. 

 

5. Conclusion and Suggestions 

 

In this study, silver prices are predicted using machine 

learning methods. In this context, four different 

machine learning algorithms commonly used in the 

literature are utilized. These algorithms are linear 

regression, support vector regression (SMOReg), k-

nearest neighbors (k-NN), and random forest. 

Through these four algorithms, the predictive 

capabilities and performance of the models over time 

are demonstrated. This allows for a comparative 

assessment of the methods’ performance in predicting 

silver prices. In general, Random Forest and k-NN (k-

Nearest Neighbors) algorithms, respectively, perform 

better compared to other methods. These models 

exhibit higher correlation coefficients and 

significantly lower error rates than the other models. 

Random Forest produces the most accurate 

predictions in the first two models, while k-NN shows 

the highest prediction accuracy in the third model. 

Over time, the performance decline in these models 

remains minimal, and their predictive accuracy 

remains generally high. The high correlation 

coefficients and low error rates indicate that these two 

algorithms provide long-term reliability and accuracy 

in predicting silver prices. Based on these findings, it 

is recommended that k-NN and Random Forest 

algorithms be preferred for long-term predictions, 

especially in financial analysis, risk management, and 

investment strategies. 

However, the linear regression and SMOReg 

models have shown a decline in performance over 

time. There has been a noticeable increase in 

correlation coefficients, MAE (mean absolute error), 

and RMSE (root mean square error) values. These 

increases indicate that these models’ prediction 

accuracy decreases over time, resulting in a reduction 

in their overall performance. This suggests that the 

results produced by the linear regression and 

SMOReg algorithms may be less effective for long-

term predicts. Therefore, it may be more appropriate 

to use these methods for shorter-term predictions or 

in periods of low volatility. Nevertheless, considering 

that SMOReg delivers acceptable results in certain 

cases in the short term, its performance could be 

improved through further model development and 

optimization. 

In future studies, incorporating additional 

variables that influence silver prices into the model 

has the potential to enhance prediction accuracy. 

Specifically, integrating external factors such as 

geopolitical events, central banks’ monetary policies, 

and macroeconomic indicators into the model could 

enrich the algorithms with more comprehensive 

datasets, leading to more consistent results. In 

addition, analyzing the interplay between these 

external factors and silver prices can provide deeper 

insights into market behavior and trends. 

Furthermore, exploring more advanced modeling 

techniques, such as deep learning, may yield superior 

outcomes compared to existing algorithms, thereby 

contributing to a more accurate predicting of financial 

markets. 

Finally, we recommend updating the modeled 

data more frequently and periodically testing the 

accuracy of the results to improve the algorithms’ 

applicability in real market conditions. This approach 

would enable the continuous optimization of the 

models, allowing them to better adapt to changing 

market dynamics. We anticipate that with more 

advanced parameter optimization techniques and 
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larger datasets, successful algorithms like k-NN and 

Random Forest could achieve even higher 

performance. Moreover, the creation of models with 

the capacity to adapt to real-time market fluctuations 

may serve to enhance their validity and effectiveness 

across a range of economic conditions. This would 

enable investors and analysts to make more informed 

decisions. 
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