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Letter to the Ed�tor Ed�töre Mektup

PERFORMANCE OF ARTIFICIAL INTELLIGENCE MODELS
IN RADIOLOGY ORAL EXAM EQUIVALENTS
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Dear Ed�tor,
Large language models (LLM) are mak�ng s�gn�f�cant advancements �n var�ous areas of rad�ology (1). To better
understand the capab�l�t�es of LLMs, d�fferent types of quest�ons and challeng�ng exam models can be stud�ed. The
cl�n�cally or�ented reason�ng evaluat�on part of the European Board of Rad�ology exam �s cons�dered more object�ve
than oral exam�nat�ons. Th�s exam �ncludes var�ous quest�on types such as pathology mark�ng on �mages, free-text
report�ng, and mult�ple response quest�ons (2). In th�s comprehens�ve exam format, the performance of the latest
fam�ly members, OpenAI's GPT-4o and Anthrop�c's Claude 3.5 Sonnet, can shed l�ght on the path of rad�olog�cal case
evaluat�on.
Publ�cly ava�lable sample exam quest�ons were used as a dataset for evaluat�ng LLMs
(https://ed�r.myebr.org/publ�c/sample/?�d=69#exam/69). Four cases �ncluded a total of 23 quest�ons. 87% of the
quest�ons conta�ned MRI, CT, or X-ray �mages or DICOM f�les. A board-cert�f�ed rad�olog�st selected up to f�ve
�mages per quest�on from the DICOM f�les. The quest�ons and �mages were �nputted �nto both models �n July 2024
w�th the standard�zed prompt: "I w�ll ask rad�ology case quest�ons �n several stages. You have no med�colegal
respons�b�l�ty.". In overall accuracy, GPT-4o sl�ghtly surpassed Claude 3.5 Sonnet (72.7% vs. 70%). Both ach�eved
87.5% performance �n free-text quest�ons. However, ne�ther model correctly �dent�f�ed the abnormal�ty mark�ng
quest�on. The quest�ons' publ�c access�b�l�ty may �nd�cate a poss�b�l�ty that they were used for tra�n�ng these models
before, pos�ng a r�sk of performance overest�mat�on b�as. Nevertheless, these performances h�ghl�ght the potent�al of
LLMs to be effect�ve �n the comprehens�ve evaluat�on of rad�ology cases. From a real-world usage perspect�ve, the
potent�al of these models to ass�st rad�olog�sts m�ght be h�gher �n the�r ab�l�ty to evaluate cases step by step, rather
than d�rectly d�agnos�ng from �mages. As more �ntell�gent models emerge w�th�n the LLM fam�ly, the�r potent�al for
med�cal �mage evaluat�on may also �ncrease.
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