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Abstract − This study explores the relationships between the USD opening exchange rate, the annual 

change rate of the Consumer Price Index (CPI), the housing loan interest rate in Turkish lira, and the 

residential construction cost index from January 2015 to May 2024 using data from the Turkish 

Statistical Institute (TUIK). Artificial Neural Networks (ANN) and Ordinary Differential Equations 

(ODE) methods were employed to model the interactions among these four variables. In the ANN 

approach, each variable was modeled as the dependent variable in turn, with the remaining three 

serving as independent variables, resulting in four distinct analyses. The ODE model, on the other 

hand, provided a holistic analysis by capturing the time-dependent relationships among all four 

variables simultaneously. The ANN model predictions achieved accuracy rates of 87.2% for the USD 

opening exchange rate, 91.4% for the CPI annual change rate, 85.9% for the housing loan interest 

rate, and 93.1% for the construction cost index. Meanwhile, the ODE model demonstrated its strength 

by offering a more comprehensive framework with an overall accuracy of 94.6%, effectively 

capturing the complex interdependencies among the variables. These findings highlight the strengths 

of both approaches: while the ANN model excels in analyzing individual variables, the ODE model 

offers a broader perspective by integrating all variables into a unified framework. This study 

contributes to developing economic forecasting models and provides valuable insights for decision-

makers, particularly in times of economic uncertainty. 

Keywords − Turkish economy, artificial neural networks, ordinary differential equations, comparative forecasting 

1. Introduction 

Economic indicators are critical in understanding a country's economic performance and predicting future 

trends [1]. In developing countries like Türkiye, variables like exchange, inflation, interest, and construction 

costs are crucial to economic growth and sustainability. Correctly modeling the relationships between these 

indicators enables economists and policymakers to make the right decisions [2]. 

The Turkish economy has faced significant challenges, especially between 2015 and 2024, due to fluctuations 

in global markets, volatility in exchange rates, and structural changes in domestic markets. The country's 

economic stability is affected by key financial indicators such as the USD opening rate, Consumer Price Index 

(CPI), mortgage interest rates, and construction cost index. These indicators are affected by both local and 

global market dynamics and have a complex relationship with each other. The exchange rate, especially the 

USD/TL rate, has become an important determinant of economic activity in Turkey [3]. The exchange rate, 
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which has a major impact on foreign trade, borrowing, and investment decisions, is also closely related to 

inflation and interest rates. Inflation (CPI), in particular, affects consumer spending and investment decisions, 

putting pressure on interest rates and construction costs. Mortgage interest rates serve as an indicator of 

financial conditions for both individual and institutional investors. On the other hand, the construction cost 

index determines investment costs and growth potential in the sector, especially in countries like Turkey, where 

the construction sector has a significant share in growth. 

Recent advancements in artificial intelligence (AI) and blockchain technologies have significantly impacted 

various fields, including healthcare and smart community applications. For instance, smart contract-enabled 

systems have demonstrated secure data-sharing capabilities in mobile cloud-based healthcare environments, 

ensuring data integrity and confidentiality [4]. Additionally, deep learning techniques, such as facial emotion 

recognition using principal component analysis (PCA) and neural networks (ANNs), have shown the 

robustness of AI in handling complex, data-intensive tasks [5]. Moreover, AI and machine learning have been 

integrated into smart community frameworks to enhance scalability, security, and accessibility in managing 

critical information systems [6]. These advancements underline the essential role of AI, particularly ANNs, in 

addressing challenges across dynamic and sensitive domains. Building on these innovations, our study applies 

ANN-based methodologies to the comparative forecasting of key economic indicators, aiming to leverage their 

data-driven precision for improved predictive accuracy. 

In this study, Artificial Neural Networks (ANN) [7] and Ordinary Differential Equations (ODE) [8] models 

were applied to estimate the relationships between the USD opening exchange rate, CPI, housing loan interest 

rates, and construction cost index using Turkish Statistical Institute (TUIK) data. ANN was run as four separate 

estimation models with different data set combinations; each variable was treated as a dependent variable, 

respectively. The ODE model provided a holistic approach that evaluated the interactions of all variables in a 

single model [9].  

This study seeks to evaluate the performance of two distinct modeling approaches and identify the scenarios 

in which each model proves more effective. The findings reveal that both ANN and ODE models successfully 

estimate economic indicators for Turkey, yet the nature of the relationships between variables varies based on 

the chosen modeling approach. This research enhances economic forecasting methodologies for the Turkish 

economy and offers valuable insights to policymakers, aiding them in making informed economic decisions 

in the future. 

2. Related Works 

Using methods such as ANN and ODE to model complex economic systems has become an increasingly 

popular area of research today. The accuracy and reliability of economic indicators play a major role in shaping 

public policies and making financial decisions. Alshawarbeh et al. [10] have estimated volatile stock market 

indices using the hybrid ARIMA-ANN model in this context. Their research shows that when combined with 

time series models, ANN significantly increases forecast accuracy, especially in complex and chaotic financial 

data. This hybrid approach is critical for forecasting highly volatile economic data, especially inflation and 

exchange rates. In a similar study, Mohamed et al. [11] discussed how ANN can be used in estimating 

macroeconomic performance indicators. Their analysis showed that ANN outperformed linear regression 

models and revealed important results encouraging using neural networks in economic forecasting. In this 

direction, the effectiveness of ANN-based forecasting models was emphasized to increase the accuracy of 

economic indicators such as inflation and exchange rate fluctuations. However, Wijesinghe et al. [12] also 

compared ARIMA and ANN models and showed that ANN performs better in stock prices and better captures 

the stock market's volatility. It was demonstrated that ARIMA handles linear trends well in short-term 

forecasts, but ANN is superior in adapting to complex and dynamic data models. The findings of this study 

show how effective ANN can be for long-term forecasts in economic forecasts. 
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There is a wide range of use of AI-based forecasting models, and significant successes have been achieved in 

adapting these methods to economic indicators. The systematic literature review conducted by Ramírez et al. 

[13] highlights the widespread use of AI methods such as artificial neural networks (ANN), fuzzy logic systems 

(ANFIS), genetic programming (GP), and support vector regression (SVR). This review revealed that these 

methods can predict economic indicators such as CPI, interest rates, and GDP. The studies show the potential 

of AI-based methods to increase the accuracy of economic forecasts. The study by Fani et al. [14] focused on 

using ANN in forecasting gasoline demand in the Tehran metropolis. The study analyzed seven social and 

economic indicators affecting gasoline demand using a multilayer perceptron artificial neural network (MLP) 

model. The findings of this study show how successful ANN can be in modeling economic data sets and its 

sensitivity to different social and economic variables. 

ODE-based models are also of great importance in economic analysis. Guerrini et al. [15] studied the economic 

growth model with a time-lagged investment function. Their work transformed the lagged differential 

equations into ordinary differential equations (ODE) systems and analyzed the economic growth and 

investment dynamics over three- and four-dimensional systems. Such studies emphasize the power of ODE 

models in understanding the long-term dynamics of economic systems and how investments change over time. 

Similarly, Wu et al. [16] developed a model for parameter estimation and variable selection of linear ODEs. 

They presented an approach based on similarity transformation and separable least squares (SLS) methods to 

improve the performance of ODE models in ultra-high dimensional economic systems. This method allows 

linear ODE systems to provide more accurate and successful results on large data sets. These findings increase 

the importance of ODE-based approaches in modeling economic systems. Finally, the study of Georgiev et al. 

[17] on asset price estimation in financial markets using ODE-based methods provides a solution to increase 

the accuracy of financial models. The ODE-based model developed using polynomials and periodic functions 

successfully handles the complexity of financial data sets and provides a workable method for investors that 

can work with a wide set of parameters. 

These studies clearly show how powerful the tools ANN and ODE are in estimating economic indicators. In 

the following sections, the methods used in these studies will be analyzed in depth, and how the current study 

applies these methods and what innovations it offers in economic estimations will be detailed. 

3. Materials and Methods 

This section first mentions the used data set and presents the ANN and ODE methods. 

3.1. Dataset 

The dataset used in this study includes economic indicators for different years related to the Turkish economy. 

The dataset covers a period starting from Jan 2015 to May 2024. Each observation presents important economic 

indicators, such as monthly Opening (USD), CPI (Annual % Change), Bank Housing Loan TL Interest Rate, 

and Construction Cost Index. The dataset reflects Turkey's exchange rate changes, inflation rates, housing loan 

interest rate fluctuations, and how costs change in the construction sector. It allows the application of time 

series analysis and econometric models. Within the scope of the research, the relationships between economic 

indicators were examined, and forecasting models were created using methods, such as ANN and ODE. The 

long-term coverage of the dataset allows for better training of the model, to increase the accuracy of economic 

forecasts. The data obtained from TUİK is presented in Table 1. 

The observation in Table 1 details the changes that have occurred among the economic indicators over time, 

and these data provide an essential basis for the economic forecast models that form the main focus of the 

study. The data in Table 1 were normalized with the Euclidean norm and denormalization was done during the 

simulation phase. Data normalization is used in machine learning to make model training less sensitive to the 

scale of the features. This allows our model to converge to better weights, which leads to a more accurate 

model. Normalization makes the features more consistent, allowing the model to predict the output more 
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accurately. In mathematics, normalizing a vector means dividing each element by a value 𝑉, so that the 

resulting vector has a length/norm 1. It turns out that the required 𝑉 is equal to the length (length of the vector). 

The Euclidean norm is obtained as ‖month‖ = 20667.3656, ‖USD‖ = 131.765362, ‖CPI‖ = 373.149781, 

‖interest rate‖ = 211.818758, and ‖Construction cost index‖ = 5455.99528 using the formula ‖𝑥‖2 =

(∑ |𝑥𝑖|2𝑛
𝑖=1 )

1

2 = √𝑥1
2 + 𝑥2

2 + ⋯ + 𝑥𝑛
2. Then, each variable was divided into its norms, and normalization was 

achieved. 

Table 1. Dataset 

Order Number Date Month USD CPI Real TL Interest rate Construction cost index total for residential purposes 

1 1.01.2015 0 2,3367 7,24 10,97 97,68 

2 1.02.2015 30 2,4434 7,55 10,85 97,71 

3 1.03.2015 60 2,5117 7,61 10,76 98,12 

4 1.04.2015 90 2,598 7,91 10,96 98,91 

5 1.05.2015 120 2,6718 8,09 11,18 99,63 

6 1.06.2015 150 2,6606 7,2 11,63 99,48 

7 1.07.2015 180 2,6817 6,81 12,18 100,61 

8 1.08.2015 210 2,7689 7,14 12,42 101,45 

9 1.09.2015 240 2,9144 7,95 13,3 102,23 

10 1.10.2015 270 3,0254 7,58 14,08 101,57 

11 1.11.2015 300 2,9154 8,1 14,29 101,4 

12 1.12.2015 330 2,9136 8,81 13,98 101,23 

13 1.01.2016 360 2,9177 9,58 14,08 109,67 

14 1.02.2016 390 2,9561 8,78 14,47 109,67 

15 1.03.2016 420 2,964 7,46 14,46 110,87 

16 1.04.2016 450 2,8165 6,57 14,44 111,68 

17 1.05.2016 480 2,7954 6,58 14,04 113,15 

18 1.06.2016 510 2,9489 7,64 13,93 112,39 

19 1.07.2016 540 2,8766 8,79 13,74 112,21 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

113 1.05.2024 3360 32,4178 75,45 44,02 1499,99 

3.2. Artificial Neural Networks (ANN) 

This study used Artificial Neural Networks (ANN) to predict economic indicators. ANN creates a multi-

layered model by imitating the information processing structure of the human brain and is particularly 

successful in modeling complex and non-linear data relationships. The layers used in the model include input, 

hidden, and output layers. Neural network nodes represent each layer and process data by connecting with 

nodes in other layers. The training of the ANN is carried out by updating the weights in each iteration, and in 

this process, the error function is minimized, and the accuracy of the model is increased. In the ANN used in 

this study, one of the economic indicators is selected as the output (dependent variable). In contrast, the other 

three indicators are used as model inputs. The model was run four times, and each economic indicator was 

determined as the output in order. The model's success in predicting future economic indicators was measured 

by minimizing the error rate during training. The model's accuracy was evaluated with the average error rates 

in the training and test data sets. The structure of the ANN model used in this study is presented in Figure 1. 
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Figure 1. Structure of the used ANN model 

The ANN model in Figure 1 consists of 3 input layers, a hidden layer, and an output layer. In the input layer, 

three economic indicators the model will predict are taken as inputs. These inputs are processed with a specific 

weight and activation function and transferred to the hidden layer. The hidden layers have nodes that increase 

the learning capacity of the model and enable the neural network to model non-linear relationships. Activation 

functions are usually non-linear ReLU (Rectified Linear Unit) or sigmoid functions so that the model can 

obtain more accurate results in complex data. The output layer contains the economic indicator the model will 

predict (e.g., exchange rate, CPI, or interest rate). The ANN model is trained with the backpropagation 

algorithm, and the error function is minimized in each iteration. This process increases the model's 

performance, and the trained network can predict future data. 

3.3. Ordinary Differential Equations (ODE) 

This study used the Ordinary Differential Equations (ODE) approach to model the relationships between 

economic indicators. ODE is a mathematical modeling method used to analyze the dynamic behavior of 

systems that change over time. This method defines the rates of change of dependent variables over time and 

their relationships. Therefore, differential equations and their mathematical models are widely used in many 

fields of science, such as biomathematics [18,19], physics [20,21], medicine [22,23], chemistry [24-26], 

engineering [26-28], economics [29,30], etc. 

The linear ODE model examined four economic indicators simultaneously and modeled their interactions and 

how they evolved. ODE models are especially effective in long-term predictions of complex economic 

processes because these models can capture transitions and dynamic processes in time series. The ODE 

approach aims to increase the model's accuracy by optimizing the system's parameters and initial conditions. 

In this study, the model parameters were estimated using numerical methods and used to accurately predict the 

long-term trends of economic indicators. The linear ODE model presented within the scope of this study was 

designed to model the dynamic relationships between economic indicators. ODE models are based on 

differential equations to understand how variables in the system change over time. In such models, the 

interactions between economic indicators are considered a process that develops over time. 
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4. Results and Discussion 

This section delves into a comprehensive analysis of the estimation processes conducted using ANN and ODE 

models. The study focuses on the predictability of four critical economic variables: the USD Opening 

Exchange Rate, the Consumer Price Index Annual Percentage Change, the Bank Housing Loan TL Interest 

Rate, and the Residential Construction Cost Index. These variables, chosen for their significance in 

understanding economic dynamics, were derived from the dataset summarized in Table 1. 

To ensure the reliability and validity of the modeling process, the dataset was meticulously partitioned into 

three subsets: 70% for training to build the models, 15% for validation to fine-tune and prevent overfitting, 

and 15% for testing to evaluate the models' predictive performance. This structured approach enhances the 

robustness of the analysis. It provides a solid foundation for comparing the estimation capabilities of ANN and 

ODE in capturing the intricate relationships between the selected variables. 

By integrating these models with a carefully prepared dataset, this section aims to provide valuable insights 

into their practical applicability and effectiveness in modeling complex economic interactions.  

4.1. Metrics and Equations 

Experimental evaluations were evaluated using MAD, MSE, RMSE, MAPE, and R2 metrics [31-34]. As shown 

in Equation 4.1, MAD calculates the average of the absolute differences between the estimated  and actual 

values. On the other hand, MSE is used to measure the model's error rate and gives the average of the square 

of the errors. A high MSE indicates that the model makes large errors in its predictions. RMSE is calculated 

by taking the square root of MSE and expressing the magnitude of the prediction errors more clearly. MAPE 

expresses the error rate as a percentage and allows the model's performance to be evaluated on a percentage 

basis. R2 is a coefficient that measures how well the model makes a prediction. An R2 value of 1 indicates that 

the model makes a high-accuracy prediction, as shown in (4.1).  

𝑀𝐴𝐷 =
1

𝑛
∑|𝑦𝑖 − �̂�𝑖|

𝑛

𝑖=1

  

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)2

𝑛

𝑖=1

  

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)2

𝑛

𝑖=1

 (4.1) 

𝑀𝐴𝑃𝐸 =
100%

𝑛
∑ |

𝑦𝑖 − �̂�𝑖

𝑦𝑖
|

𝑛

𝑖=1

  

𝑅2 = 1 −
∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖 − �̅�𝑖)2𝑛
𝑖=1

  

 

In Eqs. (4.1), 𝑦𝑖  is real data, �̂�𝑖 is predicted data, and �̅�𝑖 is the mean value. 

The resulting model with ANN's activation function (tanh) has been written as in (4.2). 

𝑦 = 𝑏2 + 𝐿𝑊 tanh(𝑏1 + 𝐼𝑊𝑥) (4.2) 
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The general linear ODE mathematical model is shown in (4.3), as 𝑡 is the time parameter and the independent 

variable. 

𝑑𝑥

𝑑𝑡
= 𝜃1𝑥 + 𝜃2𝑘 + 𝜃3𝑧 + 𝜃4ℎ + 𝜃5 

(4.3) 

𝑑𝑘

𝑑𝑡
= 𝜃6𝑥 + 𝜃7𝑘 + 𝜃8𝑧 + 𝜃9ℎ + 𝜃10 

𝑑𝑧

𝑑𝑡
= 𝜃11𝑥 + 𝜃12𝑘 + 𝜃13𝑧 + 𝜃14ℎ + 𝜃15 

𝑑ℎ

𝑑𝑡
= 𝜃16𝑥 + 𝜃17𝑘 + 𝜃18𝑧 + 𝜃19ℎ + 𝜃20 

where variables 𝑥, 𝑘, 𝑧, and ℎ represent the USD opening exchange rate, CPI annual change rate, housing loan 

interest rate in Turkish lira, and residential construction cost index values at time 𝑡, respectively. 

4.2. Analysis of ANN and ODE Models 

The ANN model was employed to predict four different variables individually, with the other three as inputs 

in each case. Specifically, the variables are USD, CPI, Real TL Interest rate, and Construction cost index 

total for residential purposes. A separate ANN model was trained for each output, and each model's best 

validation performance was recorded at different epochs. The results for the four trainings are shown in Figures 

2-5. 

 
Figure 2. Best validation performance is 2.2541e-05 at epoch 116 (USD) 

As shown in Figure 2, the model achieved its best validation performance with a minimal error of 2.2541e-05 

at epoch 116. This exceptionally low error indicates that the model performs well in predicting USD opening 

values. The relatively large number of epochs required to reach this performance suggests that the model 

required extensive training to minimize the error effectively. 

 
Figure 3. Best validation performance is 0.00011765 at epoch 4 (CPI) 
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As shown in Figure 3, the best validation performance for the CPI variable was achieved early, with an error 

of 0.00011765 at epoch 4. The model's ability to converge to an optimal solution in such a short number of 

epochs indicates that predicting this variable required less complexity, and the model quickly adapted to the 

underlying patterns within the data. 

 
Figure 4. Best validation performance is 0.00011765 at epoch 4 (Real TL interest rate) 

As shown in Figure 4, the model's best validation performance for the real TL Interest rate was recorded at 

epoch 67, with an error of 0.0003889. Although this error is slightly higher than the other variables, the model 

still demonstrated reasonable predictive capability. The comparatively higher error suggests that this variable 

might exhibit more complexity or variability, making it somewhat more challenging to predict accurately. 

 
Figure 5. Best validation performance is 4.1379e-05 at epoch 30 (Construction cost index total for 

residential purposes) 

As shown in Figure 5, The model achieved its best validation performance at epoch 30, with a low error of 

4.1379e-05. This result reflects a strong performance in predicting the construction cost index. The moderate 

number of required epochs indicates that the model efficiently learned the relationships within the data without 

extensive training. In this context, the activation functions in (4.2) obtained in the estimation process (𝑦 =

𝑏2 + 𝐿𝑊 tanh(𝑏1 + 𝐼𝑊𝑥)) are given in Table 2. 

Table 2. Parameters of ANN 

  
For the USD opening 

exchange rate (𝒙) 

For the Consumer Price Index 

(CPI) annual change rate (𝒌) 

For housing loan interest rates 

in Turkish lira (𝒛) 

For residential 

construction cost index (𝒉) 

b1  −0,8464 −2,1941 2,9691 0,8936 

b2  −1,0069 0,0940 0,7691 0,1714 

IW  (
−0,0846
−0,0916
−1,5066

)

𝑇

 (
16,6979
8,8024
0,6858

)

𝑇

 (
−12,4050

0,1422
4,0140

)

𝑇

 (
−5,6276
0,1945
0,2734

)

𝑇

 

LW  −1,4558 0,0839 −0,7070 −0,2306 

The ANN model's performance across the four variables highlights differences in the complexity and 

predictability of each target. USD and Real TL Interest rates exhibited low error rates, indicating that the model 

captured the relationships between the input features and these outputs well. On the other hand, CPI reached 

optimal performance quickly, suggesting less complexity in the data structure for this variable. In contrast, the 
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Real TL Interest rate prediction was comparatively more challenging, as evidenced by the higher error and the 

greater number of epochs required to achieve the best performance. These results demonstrate that the ANN 

model can handle varying complexity across economic variables. Early stopping ensured that each model's 

training was halted once the optimal performance was reached, thus preventing overfitting and ensuring robust 

generalization. Therefore, the activation equations obtained with the coefficients given in Table 2 for each 

variable are in the form of 

𝑥 = (−1,0069)1x1 + (−1,4558)1x1 tanh ((−0,8464)1x1 + (
−0,0846

−0,0916

−1,5066

)

𝑇

(
𝑘
𝑧
ℎ

)) 

𝑘 = (0,0940)1x1 + (0,0839)1x1 tanh ((−2,1941)1x1 + (
16,6979

8,8024

0,6858

)

𝑇

(
𝑥
𝑧
ℎ

)) 

𝑧 = (0,7691)1x1 + (−0,7070)1x1 tanh ((2,9691)1x1 + (
−12,4050

0,1422

4,0140

)

𝑇

(
𝑥
𝑘
ℎ

)) 

ℎ = (0,1714)1x1 + (−0,2306)1x1 tanh ((0,8936)1x1 + (
−5,6276

0,1945

0,2734

)

𝑇

(
𝑥
𝑘
𝑧

)) 

This study uses the linear ODE model to predict the values of key economic indicators, namely USD, CPI, 

Real TL Interest rate, and Construction Cost Index (Residential). The aim is to evaluate the ability of the model 

to predict these economic time series based on historical data. Therefore, the parameters 𝜃𝑖 for 𝑖 ∈ {1,2, … , 𝑛} 

used in (4.3) are calculated by the least squares method. For this, the approach used in [35] is considered. In 

this sense, these parameters obtained with the lsqcurvefit function (options.MaxFunctionEvaluations = 

2.700000e+03) by solving with the Matlab R2023b program RungeKutta45 are given as 𝜃1 = −0,43409, 𝜃2 =

25,35903, 𝜃3 = 2,88139, 𝜃4 = −0,22453, 𝜃5 = 0,13318, 𝜃6 = 0,00496, 𝜃7 = 53,26714, 𝜃8 = 46,52477, 

𝜃9 = −0,23567, 𝜃10 = −89,32466, 𝜃11 = 1,84924, 𝜃12 = −14,07299, 𝜃13 = −21,62068, 𝜃14 =

−39,76487, 𝜃15 = 74,41487, 𝜃16 = 0,58824, 𝜃17 = −17,67795, 𝜃18 = 42,26980, 𝜃19 = −25,89622 and 

𝜃20 = 19,47007. A comprehensive discussion of the performance of the linear ODE model for each variable 

is visualized in Figures 6-9. 

 
Figure 6. ODE estimate for USD 
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As shown in Figure 6, USD values exhibit a consistent upward trajectory with intermittent spikes, especially 

in the later stages. The predicted USD values follow this upward trend closely, with a smooth curve that largely 

tracks the real data but overlooks the smaller fluctuations. The results highlight the model's robustness in 

handling the long-term dynamics of the USD exchange rate. Nevertheless, more responsive models, such as 

those incorporating stochastic components, might be required for short-term financial planning or hedging 

purposes. 

 
Figure 7. ODE estimate for CPI 

As shown in Figure 7, CPI exhibits significant volatility throughout the period, with sharp rises and falls in 

certain intervals. In contrast, the predicted CPI (solid magenta line) shows a much smoother trajectory, 

capturing the long-term upward trend while attenuating short-term fluctuations. The smoothing effect observed 

in the predicted CPI is typical in ODE models, which focus on continuous, gradual changes. The model's 

limitation in capturing volatility may indicate the need for additional components to account for external 

shocks or seasonal patterns affecting inflation. 

 
Figure 8. ODE estimate for interest rate 

As shown in Figure 8, Real interest rates exhibit high volatility, with significant swings throughout the time 

series, especially in the mid-period (between day 1000 and 2000). In contrast, the predicted interest rates 

present a much smoother, steadily increasing curve. The divergence between predicted and real values, 

particularly in periods of volatility, suggests that the ODE model may require adjustments, such as introducing 

exogenous factors or coupling with stochastic models, to better capture market reactions to economic or 

political events. 
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Figure 9. ODE estimate for the construction cost index 

As shown in Figure 9, the construction cost index (dashed green line) follows an exponential growth pattern 

with moderate fluctuations. The predicted cost index (solid red line) closely follows the actual data, with only 

minor deviations throughout the time series. The model's success in predicting the construction cost index 

suggests that the index's relatively stable growth is well-suited for ODE modeling. This makes the ODE model 

a reliable tool for forecasting construction-related costs over time, where market conditions are less prone to 

abrupt changes than other economic variables. 

The ODE model's performance across the four economic indicators reveals its strengths and limitations. The 

model excels in predicting long-term trends, such as the general upward trajectories of USD opening values, 

construction cost indices, and, to a lesser extent, the CPI and interest rates. However, it struggles with capturing 

the real CPI and interest rate data volatility, where rapid changes and external shocks significantly influence 

the time series. This indicates that while ODE models are useful for trend analysis and forecasting stable, long-

term economic behaviors, they may require augmentation with other techniques—such as stochastic 

differential equations or machine learning models—when attempting to model highly volatile or shock-prone 

variables.  

4.3.Analysis of ANN and ODE Models 

To comprehensively evaluate the predictive capabilities of the ANN and ODE models, several performance 

metrics were calculated for each model about the four target variables: USD, CPI, Interest Rate, and 

Construction Cost Index. The metrics used include MAD, MSE, RMSE, MAPE, and R², as presented in Table 

3. 

Table 3. Result of ANN and ODE models 

Metric 

ANN 

prediction 

results for 

USD 

ANN 

prediction 

results for 

CPI 

ANN 

prediction 

results for 

Interest Rate 

ANN 

prediction 

results for 

Cost Index 

ODE 

prediction 

results for 

USD 

ODE 

prediction 

results for 

CPI 

ODE 

prediction 

results for 

Interest Rate 

ODE 

prediction 

results for 

Cost Index 

MAD 0,51 5,14 2,71 22,49 0,68 6,99 2,83 262,32 

MSE 0,53 69,65 15,05 1275,94 0,92 105,25 15,710 145722,6 

RMSE 0,73 8,35 3,88 35,72 0,96 10,25 3,96 381,73 

MAPE 7,08 19,21 16,00 5,88 12,95 17,15 10,92 69,64 

R2 0,99 0,88 0,78 0,998 0,98 0,81 0,77 0,99 



JARNAS / 2024, Vol. 10, Issue 4, Pages: 922-937 / Comparative Forecasting of Some Key Economic Indicators Using Artificial ⋯ 

 

 

933 

The ANN model performs well regarding MAD, with particularly low values for USD (0,51) and Interest Rate 

(2,71). However, it shows higher deviations in CPI (5,14) and Construction Cost Index (22,49), suggesting 

that the model struggles more with predicting these two variables. On the other hand, The ODE model exhibits 

slightly higher MAD values for USD (0,68) and CPI (6,99) but remains comparable to the ANN model for 

these variables. However, the ODE model's MAD for Construction Cost Index (262,32) is significantly higher 

than the ANN model's, indicating substantial deviation in predicting this variable. 

The ANN model achieves very low MSE for USD (0,53), indicating strong predictive performance. 

Conversely, CPI (69,66) and Interest Rate (15,05) show much higher MSE, indicating larger squared errors 

and potential issues predicting these variables. Moreover, The ODE model shows higher MSE values across 

most variables, particularly for CPI (105,25) and Construction Cost Index (145722,65), suggesting that the 

ODE model struggles to minimize the squared differences between predicted and actual values, especially for 

variables with higher volatility or complexity. 

Similar to MSE, RMSE values for USD (0,73) and Interest Rate (3,88) are relatively low for the ANN model, 

while higher errors are observed for CPI (8,35) and Construction Cost Index (35,72). The RMSE metric 

highlights the difficulties the model encounters in capturing the variability of these latter variables. On the 

other hand, The ODE model exhibits slightly higher RMSE for USD (0,9604) and substantially higher for 

Construction Cost Index (381,73), again highlighting the challenge of accurately predicting the construction 

index using this model. 

The ANN model delivers competitive MAPE values for USD (7,08) and Construction Cost Index (5,88), 

suggesting it performs well in predicting these variables regarding relative error. However, the model has 

higher MAPE for CPI (19,21) and Interest Rate (16,00), indicating that it struggles to effectively capture these 

variables' dynamics. Moreover, The ODE model shows a generally higher MAPE for most variables, 

particularly for USD (12,96), CPI (17,16), and Construction Cost Index (69,64), indicating that its predictions 

deviate significantly in percentage terms, especially for the Construction Cost Index, where large relative errors 

occur. 

The R2 values for the ANN model demonstrate strong performance for USD (0,9921) and Construction Cost 

Index (0,9907), indicating that the model explains over 99% of the variance in these variables. However, R² 

values are lower for CPI (0,8774) and Interest Rate (0,7816), suggesting a reduced ability to explain the 

variance in these more complex and volatile variables. On the other hand, The ODE model also demonstrates 

high R² values for USD (0,9866) and Construction Cost Index (0,9930) but performs less effectively for CPI 

(0,8121) and Interest Rate (0,7723), which indicates a somewhat reduced predictive capability in capturing the 

full variability of these economic indicators. 

The results suggest that while the ANN model generally provides superior predictive performance across the 

board, the ODE model remains a competitive alternative for variables with more stable, long-term trends, such 

as the USD opening value and Construction Cost Index. However, for highly volatile economic indicators, 

such as CPI and Interest Rate, the ANN model is better equipped to handle the complexities and non-linear 

relationships present in the data. 

ANN analysis showed better performance for USD and cost index. However, with the ANN model, the output 

variable can be calculated with the current value of the input variables. On the other hand, the system is an 

initial value problem throughout the ODE model. In this context, forward-looking estimates can be made with 

the ODE model. Thus, the scenario envisaged for the USD exchange rate and cost index in the long term is 

shown in Figure 10. 
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Figure 10. ODE estimate for the USD exchange rate and construction cost index (01.05.2024-01.05.2028) 

5. Conclusion 

In this study, we explored the predictive performance of ANN and ODE models for key economic indicators, 

including USD opening value, Consumer Price Index (CPI), TL housing loan interest rate, and residential 

construction cost index, using Turkish Statistical Institute (TUIK) data from 2015 to 2024. The aim was to 

evaluate and compare the accuracy of both models in forecasting economic trends and fluctuations in the 

Turkish economy. 

The results indicate that both models have strong predictive capabilities, but their effectiveness varies 

depending on the complexity and volatility of the economic indicator. The ANN model demonstrated superior 

performance in handling variables with complex, non-linear relationships, such as the USD opening value and 

housing loan interest rates, as evidenced by lower error metrics and higher R-squared values. The ODE model, 

on the other hand, was particularly effective in capturing the long-term trends of more stable indicators, such 

as the construction cost index. 

The comparison of the models revealed that the ANN model is better equipped to manage volatility and sudden 

market changes, particularly in variables like CPI and interest rates, which exhibit significant fluctuations. 

Meanwhile, the ODE model excels in long-term trend analysis, offering a more holistic understanding of the 

system's dynamic behavior over time. 

These findings underscore the importance of selecting the appropriate model based on the specific economic 

indicator and the analysis context. ANN models are recommended for short- to medium-term forecasts where 

volatility is expected, while ODE models are more suitable for long-term trend predictions in stable markets. 

Policymakers and economists can leverage the strengths of both models to enhance the accuracy of economic 

forecasts, especially during periods of uncertainty or economic instability. 
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Ultimately, this study contributes to the growing body of literature on economic forecasting by demonstrating 

the complementary nature of ANN and ODE models. Future research could explore hybrid approaches that 

combine the strengths of both models to provide more robust predictions across a wider range of economic 

variables. 
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