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Comparison of Some Performance Metrics Used in Multiple Classification Problems!
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Abstract

The purpose of this research is to compare the performance metrics used in multiple classification problems in machine learning. For this purpose,
simulation study was carried out under different scenarios by using 4 different classification methods and the performance metrics obtained were
compared in this direction. While comparing the performance metrics in the study, the data to be used for classification purposes were derived
under different scenarios, taking into account the effect of 4 factors. 90 different scenarios were created by considering the number of 3 different
categories of the response variable, 5 different sample sizes, 3 different correlation structures, and the balanced and unbalanced distribution of the
response variable. Accuracy, Kappa and CramerV metrics used in multiple classification problems were used as performance measures. Changes
in performance metrics in the determined scenarios are summarized in tables and compared. As a result of the comparisons made with the simulation
study, it has been seen that Kappa performance measure is a more accurate performance metric than the other two metrics in multi-class
classification problems, and the method gives more reliable information about the classification success.
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Jel Codes: C15, C38, C88
Coklu Simiflandirma Problemlerinde Kullanilan Bazi Performans Olgiitlerinin Karsilastirilmas:

Oz

Bu aragtirmanin amaci, makine 6grenmesinde ¢oklu smiflandirma problemlerinde kullanilan performans metriklerini kargilagtirmaktir. Bu amagla
4 farkli siiflandirma yontemi kullanilarak farkli senaryolar altinda simiilasyon g¢alismasi yapilmis ve elde edilen performans metrikleri bu
dogrultuda karsilastirilmigtir. Calismada performans metrikleri karsilastirilirken, smiflandirma amaciyla kullanilacak veriler 4 faktoriin etkisi
dikkate alinarak farkli senaryolar altinda tiiretilmistir. Yanit degiskeninin 3 farkli kategori sayisi, 5 farkli 6rneklem biiytikliigii, 3 farkli korelasyon
yapis1 ve yanit degiskeninin dengeli ve dengesiz dagilimi dikkate alinarak 90 farkli senaryo olusturulmustur. Coklu smiflandirma problemlerinde
kullanilan Accuracy, Kappa ve CramerV metrikleri performans 6l¢iisii olarak kullanilmistir. Belirlenen senaryolardaki performans metriklerindeki
degisimler tablolar halinde 6zetlenmis ve karsilastirilmistir. Simiilasyon caligmasi ile yapilan karsilagtirmalar sonucunda, Kappa performans

Olciitliniin ¢ok sinifli siiflandirma problemlerinde diger iki metrige gore daha dogru bir performans metrigi oldugu ve yontemin simiflandirma
basaris1 hakkinda daha giivenilir bilgi verdigi gorilmistiir.
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INTRODUCTION

The general goal in machine learning is to predict an outcome using available data. If the result to be predicted is categorical,
the related problem is called a classification problem, and if it is continuous, it is called a regression problem (Grandini et
al., 2020).

Machine learning classification problems involving more than two classes are referred to as "multi-class classification."
Evaluation of the success of the classification process is made through performance metrics. Different measurement metrics
are available to test the performance of a multiclass classifier. Through these metrics, the performance of multiple classifiers

(machine learning techniques) can also be compared (Grandini et al., 2020).

The most well-known classification performance metric is Accuracy (Gosgens et al., 2021). In most classification problems,
the success of the classification made according to the Accuracy value is interpreted (Chen et al., 2020; Huang et al., 2009;
Jeong et al.,2020). However, it has been reported that evaluating performance based on Accuracy value alone may lead to
misinterpretations. It has been stated in studies in the literature that different metrics give different results (Ferri et al., 2009;
Hossin & Sulaiman, 2015; Luque et al., 2019; Powers, 2011). In these studies, different metrics were compared in binary
and multiple classification problems using some real data sets and presented to the literature (Racz et al., 2019; Pereira et
al., 2017; Patel & Markey, 2005; Ballabio et al., 2018). In some studies, it has been observed that new metrics have been
developed in addition to known metrics (De Diego et al., 2022; Mingxing, 2021). One of the important elements in
classification problems is balanced and unbalanced data sets. When the studies in the literature were examined, performance
metrics were also compared in unbalanced data sets (Fatourechi et al., 2008; Jeni et al., 2013; Gu et al., 2009; Luque et al.,
2019).

The aim of this research, unlike other studies, is not to compare classification and metrics using several data sets, but to
conduct a comprehensive simulation study in which various features of the data set are taken into account. It is aimed to
compare 3 performance metrics used for multi-class problems, taking into account the different characteristics of the data
set. These are the Accuracy, Kappa, and CramerV metrics. It is seen that mostly F1 score, recall, precision and ROC metrics
are used for binary classification (Dhasaradhan & Jaichandran, 2022; Folorunso et al., 2022; Kumar et al., 2019). However,
since these metrics have to be calculated for each category in multiple classification problems, calculation and interpretation

difficulties arise. Since multiple classifications were made in our study, these metrics were not used.

In the simulation study, 3 performance metrics were compared under different scenarios such as the correlation structure of
the data set, sample size, number of response variable categories, balanced and unbalanced distribution. More than one
classifier was used when comparing the three metrics. The methods used are K-nearest neighbor, random forest, ordinal

logistic regression, decision tree (CART) methods.

The confusion matrix is used to calculate many metrics. In the field of machine learning, and especially in the statistical
classification problem, the confusion matrix, also known as the error matrix, is a special tabular layout that allows the
performance of an algorithm to be visualized. Each row of the matrix represents instances in a real class, while each column
represents instances in a predicted class and vice versa (Stehman, 1997; Powers, 2011). The name of the confusion matrix

comes from the fact that it makes it easy for the system to tell if it isconfusing classes (i.e. often mislabeling one with the
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other). In our study, the confusion matrix was used in the calculation of performance metrics.
1. MATERIAL AND METHOD

In the study, classification was made using four methods and performance metrics were calculated. These are K-nearest
neighbor (KNN), random forest (RF), ordinal logistic regression (OLR), decision tree (CART) methods.

The KNN method, which is one of the machine learning classification methods, is a classification method that determines
the class in which the observations will take place and the nearest neighbor according to the k-value. KNN makes
classification with the help of distance or proximity calculation. The purpose of the method is to assign individuals or
objects to predetermined classes or groups in the most accurate way, by making use of the properties of these objects. With
the help of the learning data set, the observation to be classified is classified in the same data set with the k closest
observations and the most similar ones. More detailed information about the theoretical infrastructure of the KNN method

can be obtained from the relevant source (Bridge, 2013; Bishop, 2007).

The RF method is an ensemble learning algorithm. In Ensemble Learning, the results produced by more than one classifier
are combined to produce a single result on behalf of the ensemble. In these methods, the predictions produced by more than
one classifier are voted and the class with the most votes is given as the class prediction of the community. Decision trees
are the basis of the Random Forest method proposed by Breiman (2001). More detailed information about the theoretical

infrastructure of the RF method can be obtained from the relevant source (Breiman, 2001).

The OLR method is a logistic analysis method. Logistic regression analysis examines the relationship between the
dependent variable and one or more independent variables. In logistic regression analysis, the independent variables can be
categorical or continuous, while the dependent variable is categorical. In logistic regression analysis, binary logistic
regression analysis is applied when the dependent variable has two categories. Multiple logistic regression analysis is used
when the dependent variable has more than two categories. In this technique, there is no restriction on the number of
categories for the dependent variable and there is no natural ordering. In ordinal logistic regression analysis, on the other
hand, the dependent variable consists of more than two categories and the categories are ordered in a hierarchical order.
There is no strict rule about whether the independent variables are categorical or continuous. More detailed information
about the theoretical background of the OLR method can be obtained from the book “Applied Logistic Regression” by
Hosmer et al. (2013).

The CART method is an algorithm used to create a decision tree. It is used for both classification and regression purposes.
The CART algorithm is based on entropy and uses Twoing and Gini techniques to calculate the branching criterion. The
CART algorithm allows the relevant group to be divided into two more homogeneous subgroups. In other words, each
branch is divided into subgroups and the decision tree grows. In the separation process, Gini or Twoing is used if the
dependent variable is categorical, and least squares deviation is used if it is continuous. Here, variability in independent
variable impurity and variation measures (Gini, Twoing, least squares deviation) is used to produce homogeneous groups
of the dependent variable. There is no limitation on the data types of dependent and independent variables in the CART
algorithm. Both dependent and independent variables can be categorical (ordinal/nominal) or continuous data type. In the

CART algorithm, if the dependent variable is categorical, a classification tree is formed, and if it is continuous, a regression
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tree is formed. The main aimfor this method is to separate the units in such a way that homogeneous classes are formed at
the decision points. More detailed information about the theoretical infrastructure of the RF method can be obtained from
the relevant source (Breiman et al., 1993).

While comparing performance metrics in the study, the data to be used for classification purposes were derived through
simulation under different scenarios, taking into account the effect of 4 factors. The scenarios are summarized in Table 1.
3 different categories of response variable (3, 4 and 5 categories), 5 different sample sizes (100, 250, 500, 1000, 2500), 3
different correlation structures (low, medium, high), cases where the response variable is distributed balanced and
unbalanced 90 different scenarios were created by taking this into consideration. The correlation between response variable
and independent variables was determined as low, medium and high levels. The correlation between independent variables
was determined at a low level. Using the "BinOrdNonNor" package in the R program, 10 variables (1 ordinal, 3 binary, 6
continuous) were derived. The response variable is the ordinal variable. In each scenario, 75% of the derived data was used
as training data and 25% as test data. The classification steps are shown in Figure 1. Each scenario was repeated 1000 times

and the average of the performance values was taken. All calculations were performed using the R program.

Table 1: Simulation Scenarios

Response Variable Number

Correlation Structure Sample Size ; Response Variable Category Distribution
of Categories
3 Equal (0.33:0.33:0.33)
*100 Not Equal (0.6:0.3:0.1)
*Low [0-0.3] *250 Equal (0.25:0.25:0.25:0.25)
*Medium [0.4-0.6] *500 *4 _ o
*High [0.7-0.9] *1000 Not Equal (0.5.0.25.0.15.0.1)
*2500 5 Equal (0.2:0.2:0.2:0.2:0.2)

Not Equal (0.45:0.2:0.15:0.1:0.1)

= . Response
Input Variables Variable

DATA SET

. 4 . 4

%75
Train Data

%25

Test Data

. 4 . 4

- Kappa
- - - Accuracy
- CramerV

Figure 1: Classification Steps
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1.1. Performance Measures
Performance metrics used are Kappa, Accuracy and CramerV coefficient. In addition to this, the number of failure to
estimate any class in the classification process in 1000 repetitions was also recorded and expressed with Nan.

The Kappa coefficient gives information about the classification performance of a classifier. The Kappa coefficient ranges
from -1 to +1. It is stated that there is no fit when it is less than zero, and the performance of the classifier increases as it
gets closer to 1 (Landis & Koch, 1977; McHugh, 2012).

The Accuracy value is a performance measure that is calculated by dividing the number of correctly classified numbers by
the total (Metz, 1978).

Cramer's V coefficient measures the strength of the relationship between two variables in an IxJ-dimensional confusion
matrix, independent of the number of rows and columns, and takes values between 0 and 1. 0 indicates no relationship and
1 indicates full relationship in square type tables. When considered as a performance measure for classification purposes,
one of the two variables refers to the actual class variable and the other to the predicted class variable. In the CramerV
coefficient formula, n represents the number of observations and k represents the number of response variable categories
(Favero et al., 2023).

How the Kappa, Accuracy and CramerV values were calculated for the three categories is shown with the help of the

confusion matrix given in Table 2 (Equations 1, 2 and 3).

Table 2: Confusion Matrix for Three Classes

Actual Class
A B C Total
) A Da Yab Yac Ta=Da+Yab+Yac
Prg?:;;ed B Yba Db Ybe Tb=Yba+Db+Yhe
C Yca Ycb Dc Tc=Yca+Ycb+Dc
GT=Ta+Th+Tc
Total Ga=Da+Yba+Yca Gb=Yab+Db+Ycb Gc=Yac+Ybc+Dc
GT=Ga+Gb+Gc
Kapr_)a:PO_F:e pozm a:(&XT_a)+(&XT_b)+(&XT_C) €))
1-P, GT GT GT GT GT GT GT
Accuracy = (D, + D, +D,)/GT 2
/,{2
CramerV = | ———— (3)
nx(k —1)
2. RESULTS

Performance metric values obtained using four different classification methods are given in Tables 3, 4, 5 and 6. Accuracy,

Kappa, CramerV and Nan values are given in the tables according to the level of correlation, the balanced and unbalanced
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distribution of the response variable, the change in the category of the response variable (3, 4, 5), and the change in the
sample size (100, 250, 500, 1000, 2500). Performance metrics shown in the tables are the average of 1000 repetitions. The
Nan values in the tables represent the number of times that the classifier could not predict any class at all in 1000 iterations.
For example, in the case of a balanced distribution in the low correlation data structure, in the scenario where the response
variable has 5 categories and the sample size is 100, it is seen that no category of the response variable can be predicted at
all in 109 of the 1000 repetitive classifications made with the KNN method (Table 3).

Performance metrics as a result of classification with the KNN method:

When we compare the performance metrics (Table 3) obtained as a result of the classification made with the KNN method,
it is seen that the Accuracy (accuracy) and CramerV values are higher than the Kappa values, although it is seen that the 3
performance measures increase as the sample size increases in the scenarios where the response variable is balanced
distributed in the low correlation data structure. As the number of response variable categories increased, Accuracy and

Kappa values decreased, while CramerV values increased at 100 sample sizes and decreased at other sample sizes.

In scenarios where the response variable was unbalanced distributed in the low correlation data structure, it was observed
that Accuracy and Kappa values increased as the sample size increased, while CramerV values first decreased and then
increased. When the Nan value, which is the number of unpredictability, was examined, it was seen that the Nan values
decreased as the sample size increased. It was observed that CramerV value decreased as Nan value decreased in small
sample sizes (100, 250). As the number of response variable categories increased, Accuracy and Kappa values decreased,
while CramerV values increased (except for 2500 sample size). When the metrics were compared among themselves
according to the balanced and unbalanced distribution in the low correlation data structure, Kappa and CramerV values
were higher in the balanced distribution than the unbalanced distribution, while the Accuracy values in the unbalanced
distribution scenarios were higher in small sample sizes (100, 250, 500). Considering the Nan values, it was observed that

it was higher in the case of unbalanced distribution than in the case of balanced distribution.

In the scenarios where the response variable is balanced distributed in the medium correlation data structure, it was observed
that the metric values increased as the sample size increased. It is observed that Accuracy values are higher than CramerV
values and CramerV values are higher than Kappa values. It was observed that 3 performance metrics decreased as the
number of response variable categories increased. In the case of unbalanced distribution in the medium correlation data
structure, it is seen that Accuracy and Kappa values increase as the sample size increases. This interpretation cannot be
made for the CramerV value in all categories. When the metric values are compared in the case of balanced and unbalanced
distribution in the medium correlation data structure, the accuracy values are higher in the case of unbalanced distribution,

while the Kappa and CramerV values are higher in the case of balanced distribution.

Similar comments can be made in the high correlation data structure. Accuracy values were found to be higher in the case
of unbalanced distribution than in the case of balanced distribution. Kappa and CramerV values are higher in cases of
balanced distribution. The metrics are listed in descending order of Accuracy, CramerV, and Kappa. The difference between

Accuracy Kappa in the low correlation data structure is greater than the difference in the high correlation data structure.
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Table 3: The Metric Values Obtained as a Result of the Classification Made with the KNN Method

Low Correlation - Balanced Distribution

Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,697 0,780 0,836 0,883 0928 0,655 0,730 0,793 0,849 0,906 0612 0,696 0,765 0,823 0,888
Kappa 0,538 0668 0,754 0824 0893 0532 0637 0,723 0,798 0,875 0,507 0,617 0,705 0,778 0,859
CramerV 0,628 0,703 0,770 0,828 0895 0,640 0,693 0,749 0,808 0,878 0667 0,685 0,732 0,793 0,865
Nan 2 0 0 0 0 27 0 0 0 0 109 1 0 0 0
Low Correlation - Unbalanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,751 0,792 0,830 0,867 0,909 0,704 0,753 0,800 0,846 0,898 0,691 0,745 0,783 0,831 0,886
Kappa 0,469 0578 0,663 0739 0825 0,509 0603 0683 0,758 0,841 0533 0,626 0,687 0,758 0,838
CramerV 0,623 0621 0,665 0,727 0,807 0,675 0667 0,711 0,765 0,838 0,709 0,684 0,713 0,763 0,833
Nan 518 113 5 0 0 383 21 0 0 0 503 24 0 0 0
Medium Correlation - Balanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,835 0,893 0,923 0946 0964 0,770 0845 0,889 0,922 0,951 0,725 0,807 0,858 0,901 0,940
Kappa 0,748 0838 0,885 0,918 0947 0,687 0791 0851 0,896 0,935 0649 0,757 0,822 0,876 0,925
CramerV 0,792 0852 0,892 0,920 0947 0,752 0,813 0860 0,899 0,937 0,741 0,787 0,836 0,881 0,926
Nan 2 0 0 0 0 16 0 0 0 0 78 0 0 0 0
Medium Correlation - Unbalanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,865 0,902 0,929 0949 096 0,806 0,859 0,893 0924 093 0,769 0,824 0,866 0,904 0,941
Kappa 0,730 0,811 0,865 0903 0937 0,687 0,779 0834 0883 0928 0,658 0,746 0,810 0,864 0,916
CramerV 0,770 0,798 0,845 0,888 0927 0,756 0,778 0,828 0,873 0,920 0,764 0,760 0,804 0,853 0,907
Nan 327 14 0 0 0 251 9 0 0 0 414 21 0 0 0
High Correlation - Balanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,884 0936 0,960 0974 0985 0,837 0,889 0929 0,955 0977 0,787 0,851 0,898 0,934 0,965
Kappa 0,820 0,902 0,938 090 0978 0,774 0,849 0903 0939 099 0,724 0809 0,869 0,916 0,956
CramerV 0,840 0,900 0,935 0,958 0977 0,799 0,856 0900 0,934 0965 0,782 0,819 0,867 0,912 0,952
Nan 2 0 0 0 0 48 0 0 0 0 180 0 0 0 0
High Correlation - Unbalanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,895 0937 091 0975 098 0,850 0,892 0,930 0955 0976 0,814 0,856 0,899 0931 0,963
Kappa 0,806 0,88 0931 096 0976 0,763 0,834 0,893 0931 094 0,721 0,792 0,856 0,903 0,947
CramerV 0,821 0884 0924 0952 0973 0,791 0834 0879 0922 0957 0,789 0,792 0,837 0,884 0,935
Nan 39 0 0 0 0 133 1 0 0 0 391 20 0 0 0

28



| KUiiBF DERGI, 27(1), 2025 |
Comparison of Some Performance Metrics Used in Multiple Classification Problems

Performance metrics as a result of classification with OLR method:

The performance metrics calculated as a result of the classification made with the OLR method are given in Table 4. It was
observed that Kappa values increased, while CramerV and Nan values tended to decrease as the sample size increased in
low correlation data structure and balanced distribution scenarios. While CramerV values were higher than Kappa values,

Accuracy values were higher than Kappa and CramerV values.

In the low correlation data structure and unbalanced distribution scenarios, Kappa and CramerV values tended to decrease
as the sample size increased. While the Nan values decreased depending on the sample size in the 3 and 4 category cases,
they increased in the 5 category cases. Accuracy values were higher than CramerV values and CramerV values were higher

than Kappa values.

In the low correlation data structure, Accuracy values in unbalanced distribution scenarios are higher than Accuracy values
in balanced distribution scenarios. Kappa values are higher in balanced distribution scenarios. To interpret for CramerV
values, unbalanced distribution values were higher in small sample sizes, while balanced distribution values were mostly

higher in large sample sizes.

In the balanced distribution scenarios in the medium correlation data structure, Accuracy and Kappa values increased as the
sample size increased, while CramerV values decreased (the case with 4 and 5 categories). It is seen that the Accuracy

values are higher than the other two metrics, and the Kappa values are lower.

In the medium correlation data structure and unbalanced distribution scenarios, Accuracy and kapa values increase as
sample size increases, while Nan and CramerV values decrease. It was observed that CramerV values were positively

correlated with Nan values as the sample size increased. Accuracy values were higher than Kappa and CramerV values.

In the medium correlation data structure, the Accuracy and Kappa values in the unbalanced distribution scenarios are higher
than the Accuracy and Kappa values in the balanced distribution scenarios. While unbalanced distribution values are higher

in 100 sample sizes for CramerV values, balanced distribution values are higher in other sample sizes.

In the high correlation data structure and balanced distribution scenarios, Accuracy and Kappa values increased as the
sample size increased, while CramerV values increased in the 3-category case and decreased in the 5-category case.

Accuracy values were higher than Kappa and CramerV values.

In the high correlation data structure and unbalanced distribution scenarios, Accuracy and Kappa values increased as the
sample size increased, while CramerV values increased in the 3-category case and decreased in the 5-category case. While
CramerV values were higher than Kappa values in small sample sizes, Kappa values were higher than CramerV values in

large sample sizes. In all cases, the Accuracy values are higher than the Kappa and CramerV values.

Accuracy values in unbalanced distribution scenarios in high correlation data structure are higher than in balanced
distribution scenarios. Kappa values were found to be higher in balanced distribution scenarios. CramerV values are higher

in unbalanced distribution scenarios in 3-category case than in balanced distribution scenarios in 4- and 5-category cases.
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Table 4: The Metric Values Obtained as a Result of the Classification Made with the OLR Method

Low Correlation - Balanced Distribution

Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0435 0449 0453 0458 0459 0,349 0,352 0,360 0,361 0,360 0,294 0,298 0,299 0,298 0,298
Kappa 0,227 0,161 0,172 0,182 0,187 0,203 0,121 0,137 0,143 0,145 0,084 0,105 0,114 0,116 0,120
CramerV 0,326 0,268 0,243 0,235 0,232 0,381 0,275 0,240 0,223 0,212 0434 0,299 0,245 0,215 0,197
Nan 166 102 58 15 0 536 491 369 218 55 862 790 714 601 366
Low Correlation - Unbalanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,589 0,604 0,608 0,610 0,611 0488 0,504 0505 0507 0507 0450 0,457 0,460 0,458 0,460
Kappa 0,116 0,129 0,129 0,130 0,130 0,093 0,091 0,086 0,084 0,080 0,082 0,077 0,071 0,065 0,064
CramerV 0,355 0,256 0,229 0,206 0,189 0422 0,291 0,230 0,194 0,167 0464 0,299 0,258 0,188 NaN
Nan 611 575 494 365 169 857 757 612 424 249 994 993 998 996 1000
Medium Correlation - Balanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,739 0,758 0,763 0,768 0,769 0,661 0,670 0,673 0,679 0,680 05584 0,598 0,600 0,602 0,605
Kappa 0,604 0635 0,643 0651 0,653 0542 0558 0563 0571 0573 0473 0494 0,499 0,502 0,506
CramerV 0,667 0,671 0,674 0675 0,677 0,652 0631 0628 0625 0626 0,645 0,605 0,592 0,589 0,585
Nan 0 0 0 0 0 6 0 0 0 0 83 0 0 0 0
Medium Correlation - Unbalanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,797 0,812 0817 0819 0820 0,705 0,718 0,722 0,723 0,726 0,644 0,649 0,654 0,654 0,655
Kappa 0,609 0,645 0654 0,661 0,662 0537 0562 0569 0,573 0577 0483 0,499 0509 0,511 0,512
CramerV 0,684 0665 0,668 0,668 0,667 0,670 0623 0,612 0608 0609 0,671 0591 0,570 0,561 0,555
Nan 104 3 0 0 0 176 7 0 0 0 422 55 3 0 0
High Correlation - Balanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,852 0,872 0,880 0,883 0884 0801 082 0828 0829 0832 0,753 0,771 0,778 0,779 0,781
Kappa 0,774 0805 0817 0822 0824 0,729 0,763 0,766 0,769 0,773 0,683 0,709 0,718 0,719 0,723
CramervV 0,793 0,807 0,815 0,817 0,820 0,770 0,769 0,766 0,770 0,768 0,757 0,734 0,728 0,726 0,725
Nan 0 0 0 0 0 7 0 0 0 0 91 1 0 0 0
High Correlation - Unbalanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,871 0,887 0,893 0,897 0,899 0818 0,834 0840 0843 0844 0,775 0,787 0,791 0,793 0,795
Kappa 0,767 0,800 0,812 0820 0,823 0,723 0,748 0,758 0,763 0,765 0,677 0,698 0,705 0,708 0,712
CramerV 0,794 0809 0,816 0,818 0,819 0,765 0,754 0,752 0,754 0,754 0,752 0,710 0,700 0,695 0,692
Nan 10 0 0 0 0 67 0 0 0 0 290 6 0 0 0
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Performance metrics as a result of classification with the CART method:

The metric values calculated as a result of the classification made by the CART method are given in Table 5. In the low
correlation data structure and balanced distribution scenarios, Accuracy and Kappa values increased, while CramerV
values decreased as the sample size increased. It was observed that Accuracy and CramerV values were higher than
Kappa values. It was observed that Nan values first decreased and then increased as the sample size increased. It is seen
that the number of unpredictability of one of the response variable categories in the sample size of 2500 is very high. As

the number of categories increases, Accuracy and Kappa values decrease, while CramerV and Nan values increase.

In the low correlation data structure and unbalanced distribution scenarios, Accuracy values increased as the sample size
increased, Kappa values first increased and then tended to decrease, CramerV values decreased, and Nan values first
decreased and then increased. Accuracy and CramerV values were found to be higher than Kappa values. As the number

of categories increased, Accuracy and Kappa values decreased, while CramerV and Nan values increased.

In the low correlation data structure, the Accuracy values in the unbalanced distribution scenarios were observed to be
higher than the values in the balanced distribution scenarios. While Kappa and CramerV values in unbalanced distribution
scenarios are higher in small sample sizes, Kappa and CramerV values in balanced distribution scenarios are higher in
large sample sizes.

In the medium correlation data structure and balanced distribution scenarios, Accuracy and Kappa values first increased,
then tended to decrease as the sample size increased, and CramerV values decreased. Nan values first decreased and then
tended to increase in case of 4 and 5 categories as the sample size increased. Accuracy and CramerV values are higher

than Kappa values. As the number of categories increased, Accuracy and Kappa values decreased, Nan values increased,

CramerV values increased in 100 sample sizes and decreased in other sample sizes.

In the medium correlation data structure and unbalanced distribution scenarios, it was observed that Accuracy values
generally increased as the sample size increased, Kappa values first increased and then tended to decrease, while
CramerV values decreased. It was observed that Nan values first decreased and then increased as the sample size
increased. Nan values show an inverse relationship with Kappa values. As the number of categories increased, the
Accuracy and Kappa values decreased, while the CramerV values increased in the small sample size and started to

decrease as the sample size increased.

In the medium correlation data structure, the Accuracy and Kappa values in the unbalanced distribution scenarios were
observed to be higher than the values in the balanced distribution scenarios. For CramerV values, while the values in the
unbalanced distribution scenarios were higher in small sample sizes, the values in the balanced distribution scenarios were

higher in large sample sizes.

It has been observed that Accuracy and Kappa values tend to increase and then decrease as the sample size increases in
the high correlation data structure and balanced distribution scenarios, CramerV values first increase and then decrease in
the 3-category case, and decrease in the 4- and 5-category case. As the sample size increased, it was observed that the Nan

values first decreased and then started to increase, especially in cases with 4 and 5 categories. Accuracy values were
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higher than Kappa and CramerV values. It is seen that as the number of categories increases, the acccuracy and Kappa
values start to decrease and the Nan values increase. It is seen that CramerV values increase in 100 sample sizes as the

number of categories increases, but begin to decrease in other sample sizes.

In the high correlation data structure and unbalanced distribution scenarios, the change findings obtained for performance

metrics are similar to the findings obtained in balanced distribution.

In the high correlation data structure, the Accuracy values in unbalanced distribution scenarios were higher than the values
in the balanced distribution scenarios. Considering the Kappa values, while the values in the balanced distribution scenarios
are higher in the 3-category case, the values in the unbalanced distribution scenarios in the 4 and 5-category cases are
higher. When the CramerV values are examined, the values in the balanced distribution scenarios were observed to be

higher in the other sample sizes except 100 sample sizes.

Table 5: The Metric Values Obtained as a Result of the Classification Made with the CART Method

Low Correlation - Balanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,372 07379 0,393 0406 0407 0,287 028 07302 0,311 0,311 0,235 0,235 0,245 0,253 0,252
Kappa 0,048 0,063 0,085 0,106 0,107 0,037 0,043 0,066 0,077 0,081 0,032 0,039 0,051 0,061 0,064
CramerV 0,297 0,190 0,169 0,161 0,152 0,366 0,230 0,186 0,160 0,115 0,429 0,266 0,204 0,175 NaN
Nan 10 0 7 340 758 55 0 44 848 997 170 2 69 982 1000

Low Correlation - Unbalanced Distribution

Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,508 0,511 0,546 0,589 0599 0,397 0401 0442 0491 0500 0,336 0,342 0,390 0,446 0,451
Kappa 0051 0,065 0,081 0,054 0,016 0,047 0,054 0,060 0,027 0,004 0,033 0,048 0,055 0,020 0,001
CramerV 0,298 0,194 0,155 0,137 NaN 0,376 0,237 0,183 0,146 NaN 0438 0,274 0,205 NaN NaN
Nan 312 57 52 775 1000 333 57 101 973 1000 584 90 241 1000 1000

Medium Correlation - Balanced Distribution

Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,550 0,581 0593 0590 0580 0,446 0467 0479 0473 0462 0,364 0,388 0,399 0,394 0,386
Kappa 0,316 0,368 0,389 0,383 0,370 0,252 0,286 0,303 0,296 0,282 0,195 0,231 0,246 0,240 0,232
CramerV 0,461 0454 0456 0448 0431 0470 0425 0417 07397 0377 0,497 0410 0,388 0,363 0,345

Nan 4 0 0 0 0 36 1 0 2 33 150 2 0 31 207
Medium Correlation - Unbalanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500

Accuracy 0,648 0,668 0,682 0684 0682 0532 0548 0564 055 0563 0466 0480 0,495 0,502 0,502

Kappa 0,325 0375 0400 0,398 038 0,260 0300 0,321 0,312 0,299 0,231 0,260 0,277 0,271 0,256

CramerV 0473 0447 0447 0437 0421 0509 0426 0409 038 0368 0538 0420 0,38 0,350 0,325
Nan 210 24 0 3 34 273 21 2 16 228 848 53 22 224 785

High Correlation - Balanced Distribution
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Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,595 0,632 0,647 0,647 0641 0488 0526 0542 0542 0,538 0,426 0454 0471 0472 0,469
Kappa 0,381 0,441 0464 0462 0449 0,302 0,38 0,378 0375 0,361 0,265 0,306 0,326 0,322 0,307
CramerV 0,488 0501 0512 0501 0481 0493 0466 0459 0436 0409 0,518 0,446 0,426 0,396 0,366
Nan 7 0 0 0 1 66 0 3 6 115 200 4 2 53 557

High Correlation - Unbalanced Distribution

Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,650 0,682 0,694 0,694 0687 0551 0578 0594 0598 0595 0504 0525 0,545 0,554 0,556
Kappa 0372 0438 0462 0458 0436 0309 0,361 0,384 0,379 0,358 0,281 0,325 0,350 0,345 0,324
CramerV 05503 0495 0,510 0498 0479 0513 0461 0452 0,430 0400 0538 0445 0419 0,386 0,350
Nan 53 1 0 0 0 187 3 1 13 248 443 49 20 193 866

The metric values calculated as a result of the classification made by the RF method are given in Table 6. In the low
correlation data structure and balanced distribution scenarios, Accuracy and Kappa values tended to increase as sample size
increased, while CramerV values decreased. As the number of categories increased, the Accuracy and Kappa values
decreased, while the CramerV values increased for 100, 250 and 500 sample sizes and decreased for 1000 and 2500 sample
sizes. Nan values increased as CramerV values increased with the increase in the number of categories in 100 sample sizes.

Kappa values were lower than the other two performance metrics.

In the low correlation data structure and unbalanced distribution scenarios, Accuracy and Kappa values tended to increase
as the sample size increased, while CramerV values showed a decrease. Kappa values were found to be lower than other
performance measures. As the number of categories increased, the Accuracy and Kappa values decreased, while the

CramerV values increase, except for the 2500 sample size.

In the low correlation data structure, the Accuracy values in the unbalanced distribution scenarios were found to be higher
than the values in the balanced distribution scenarios. Kappa values in balanced distribution scenarios are higher than the
values in unbalanced distribution scenarios. CramerV values, on the other hand, are higher in unbalanced distribution

scenarios in small sample sizes, while values in balanced distribution scenarios are higher in large sample sizes.

In the medium correlation data structure and balanced distribution scenarios, Accuracy and Kappa values increased as the
sample size increased, CramerV values increased in the 3-category case, first decreased and then increased in the 4- and 5-
category cases. It was observed that as the number of categories increased, all three performance measures decreased. Kappa

values were lower than the other metrics.

In the medium correlation data structure and unbalanced distribution scenarios, Accuracy and Kappa values increased as
the sample size increased, while CramerV values first decreased and then tended to increase. Kappa values were observed
to be lower than the other metrics. It was observed that all three performance measures decreased as the number of categories

increased (excluding 100 sample sizes for CramerV values).
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In the medium correlation data structure, Accuracy values in unbalanced distribution scenarios are higher than the values
in balanced distribution scenarios. When we look at the Kappa values, while the values in the balanced distribution scenarios
are mostly higher in the 3 and 4 category cases, the values in the unbalanced distribution scenarios in the 5-category case
are higher. For CramerV values, while the values in the unbalanced distribution scenarios were higher at 100 sample sizes,

the values in the balanced distribution scenarios were found to be higher in other sample sizes.

In the high correlation data structure and balanced distribution scenarios, performance metric values increased as the sample
size increased and decreased as the number of categories increased (except for CramerV values in 100 samples). Accuracy

values were higher than CramerV values and CramerV values were higher than Kappa values.

Accuracy and Kappa values increased as the sample size increased in the high correlation data structure and unbalanced
distribution scenarios, while CramerV values increased in the 3-category case and first decreased and then increased in the

5-category case. The increase in the number of categories mostly decreased the performance metrics.

In the high correlation data structure, the Accuracy values in the unbalanced distribution scenarios were found to be higher
than the values in the balanced distribution scenarios. When Kappa values are examined, Kappa values in balanced
distribution scenarios are observed to be higher than the values in unbalanced distribution scenarios. Similar interpretations
cannot be made for CramerV values for all scenarios.

Table 6: The Metric Values Obtained as a Result of the Classification Made by the RF Method

Low Correlation - Balanced Distribution

Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0415 0411 0420 0424 0429 0,313 0319 0321 0,323 0,329 0,259 0,256 0,259 0,262 0,269
Kappa 0,103 0,108 0,126 0,132 0,143 0,063 0,083 0,091 0,096 0,105 0,053 0,060 0,069 0,076 0,085
CramerV 0311 0,222 0,198 0,188 0,187 0,376 0,250 0,204 0,181 0,269 0,438 0,278 0,213 0,178 0,159
Nan 10 0 0 0 0 78 1 0 0 0 198 3 0 0 0

Low Correlation - Unbalanced Distribution

Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,591 0,584 0588 0592 059 0475 0477 0,482 0,483 0,487 0422 0425 0429 0434 0437
Kappa 0,086 0,087 0,093 0,098 0,202 0,060 0,071 0,074 0,075 0,0/9 0,063 0,063 0,067 0,068 0,070
CramerV 0,331 0,230 0,18 0,158 0,148 0,404 0,267 0,201 0,167 0,142 0,452 0,296 0,222 0,173 0,138
Nan 696 509 315 132 12 758 368 119 18 0 860 463 175 32 0

Medium Correlation - Balanced Distribution

Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,667 0,690 0,706 0,722 0,735 0,550 0,579 0,592 0,610 0,628 0468 0,491 0,511 0,525 0,542
Kappa 0491 0,532 0558 0582 0,602 0,388 0435 0454 0479 0503 0,322 0,358 0,386 0,405 0,427
CramerV 0573 0,589 0,601 0,619 0633 0,557 0538 0543 055 0570 0,561 0,510 0,502 0,511 0,524
Nan 2 0 0 0 0 34 0 0 0 0 131 3 0 0 0

Medium Correlation - Unbalanced Distribution

Category 3 4 5
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N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500
Accuracy 0,740 0,763 0,771 0,784 0,794 0632 0647 0,658 0,668 0,683 0570 0579 058 0594 0,607
Kappa 0,462 0527 0551 0581 0604 0383 0425 0451 0471 0499 0336 0,370 0,388 0,406 0,429
CramerV 0,601 0,563 0,577 0593 0,613 0,603 0,529 0,526 0,533 0545 0,614 0506 0485 0481 0,487

Nan 430 101 5 0 0 450 56 0 0 0 622 112 6 0 0
High Correlation - Balanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500

Accuracy 0,734 0,770 0,789 0809 0829 0642 0673 0694 0,716 0,740 0566 0602 0,619 0,639 0,665
Kappa 0586 0646 0677 0,708 0,739 0503 0551 0581 0612 0646 0435 0486 0510 0,537 0,572
Cramerv 0648 0664 0,687 0,706 0,737 0618 0604 0615 0633 0658 0616 0567 0567 0580 0,604

Nan 17 0 0 0 0 118 1 0 0 0 290 16 0 0 0
High Correlation - Unbalanced Distribution
Category 3 4 5
N 100 250 500 1000 2500 100 250 500 1000 2500 100 250 500 1000 2500

Accuracy 0,768 0,795 0,817 0833 0852 0,686 0,705 0,720 0,737 0,759 0644 0,650 0,664 0,679 0,695

Kappa 0,556 0620 0,666 0698 0,735 0,480 0528 0557 0,588 0627 0445 0,471 0,498 0,525 0,554

CramerV 0,643 0,651 0,682 0,707 0,740 0627 0591 0600 0614 0637 0,638 055 0542 0546 0,562
Nan 101 5 0 0 0 293 25 2 0 0 665 153 18 0 0

CONCLUSION

In this study, a comparison of the metrics that provide information about the performance of classifications made with
machine learning methods was made. Three performance metrics were compared by performing a simulation study for
multiple classification problems. Four different classification methods were used in the study, in which sample size,

correlation structure, number of categories and category distribution changes were taken into account.

F1 Score, Precision, Sensitivity (Recall), etc. used in binary classification problems in the research metrics were not
evaluated. Since these metrics are calculated separately for each category, computational difficulty (response variable
becomes more complex as the number of categories increases) and evaluation complexity occur for multiple classification

problems.

According to the simulation results, the findings of the metric values obtained as a result of classification with different

machine learning methods are as follows:

» Looking at the tables, it was seen that all three metrics were affected by the sample size, the number and

distribution of the response variable categories, and the correlation structure.

» When all scenarios of the simulation study are examined, the fact that Accuracy values are higher in unbalanced
distribution scenarios and Nan values are higher in unbalanced distribution scenarios shows that this metric can be
misleading in the measurement of classification success. It is seen in the literature that the accuracy value is used as a

measure of classification performance in most classification studies (Chen et al., 2020; Huang et al., 2009; Jeong et al.,

35



Ali Vasfi AGLARCI, Cengiz BAL

2020). As a result of the findings, it is recommended that the Accuracy value should not be used alone as a performance

measure, especially in unbalanced distributed data sets.

* Looking at the results for Kappa values in the classification process in which four methods were used, it was
observed that the values in the balanced distribution scenarios were higher than the values in the unbalanced distribution
scenarios, although not in all scenarios. When the CramerV values are examined, it is observed that while the unbalanced
distribution values are higher in small sample sizes, the values in the balanced distribution scenarios are higher in large
sample sizes. The fact that Nan values are higher in unbalanced distribution scenarios, especially in small sample sizes,
than in balanced distribution scenarios shows that the Kappa metric is more reliable than the Accuracy and CramerV metrics

in measuring classification success.

» Looking at the scenarios, it was seen that Accuracy values were higher than CramerV values and CramerV values
were higher than Kappa values in all methods. The Accuracy metric tends to be higher than the other two metrics. The
difference between metric values at low correlation levels is higher than the difference between metric values at the high
correlation levels. Increasing the correlation level from low to high decreased the difference between the metric values. Nan
values are higher in scenarios with low correlation data structure. As the correlation level increases, the Nan values decrease
and the difference between the Kappa metric and the Accuracy metric decreases, suggesting that the Kappa metric is a more

sensitive measure in interpreting the classification performance of the classifier.

» According to the classification results using the four methods, Kappa and Accuracy values increased with the
increase in sample size, while CramerV values decreased in some scenarios. However, Nan values decreased as the sample
size increased. It is expected that the classification performance will increase with the decrease of the nan value, that is, the
number of unpredictability. However, the decrease in CramerV values along with Nan values in some scenarios (especially
in unbalanced distribution scenarios) suggests that this metric may be misleading in interpreting the classification

performance.

* When the tables are examined, it is seen that Nan values increase with the increase in the number of categories.
While Accuracy and Kappa values decreased as the number of categories increased, it was observed that CramerV values
increased with Nan values in small sample sizes (100 and 250) in some scenarios, which could be misleading as a

classification performance metric.

* When we look at the relationship between Kappa and Nan values, it is seen that there is a negative relationship.
It can be said that the response of Kappa values to the change in Nan values is more reliable when compared to the other
two metrics. For example, when we look at the scenarios in the classification made by the CART method, mostly Nan
values first decrease and then increase according to the sample size, while the opposite is observed in Kappa values. While
the Nan values are high in unbalanced distributions, the fact that Kappa values are mostly observed high in balanced

distributions is an indicator for this.

* In addition, considering the Nan values (number of unpredictability), it can be seen in line with the findings that
the Kappa performance metric is a more accurate measure for classification performance measurement than the other two

metrics. The fact that Nan values are higher in unbalanced distribution scenarios, Accuracy values are high in the unbalanced
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distribution data structure, and the change in CramerV values is positive with the change of Nan values in some scenarios
supports this conclusion about the Kappa metric.

As a result, in this research, three performance metrics used in multi-class classification problems were compared by
performing a simulation study. As a result of the findings listed above, it is thought that the Kappa metric is a more accurate
performance metric than the other two metrics, and it gives more reliable information about the classification success of the
method. It is recommended to use the Kappa metric to measure the performance of the classifier for multiple classification

problems.

ETIK BEYAN VE ACIKLAMALAR

Etik Kurul Onay Bilgileri Beyan:

Calisma, etik kurul izni gerektirmeyen bir ¢alismadir.
Yazar Katki Orani Beyani

Yazarlar tiim ¢alismalar birlikte yiiritm{istiir.

Cikar Catismasi Beyani

Caligmada potansiyel bir ¢ikar catismasi bulunmamaktadir.
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