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Abstract: Long waiting times in polyclinics are a critical factor affecting patient satisfaction and the efficient use of healthcare 
personnel and resources. This study applied machine learning (ML) algorithms to predict and reduce patient waiting times in a dental 
clinic in Türkiye. The daily data collected from the clinic included variables such as patient satisfaction, appointment patients, Walk-in 
patients, number of doctors and nurses, and dental technicians on duty. Six ML algorithms were tested: Decision Trees (DT), Linear 
Regression (LR), Support Vector Machines (SVM), Gaussian Process Regression (GPR), Kernel Regression (KR), and Neural Networks 
(NN). Among these, the GPR model achieved the best performance, accurately predicting patient waiting times with an R2 value of 
0.936 and RMSE of 0.075. This study highlights the potential of ML methods to enhance operational efficiency in healthcare 
management. 
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1. Introduction 
Efficiency and service quality in healthcare have become 
increasingly important in recent years due to growing 
demand and a competitive environment. Patient 
satisfaction in a competitive market is regarded as one of 
the most critical indicators of a healthcare institution's 
success. Particularly, patient waiting times are a 
significant factor that directly affects patient satisfaction 
(Soremekun et al., 2011; Bahammam, 2023). Long 
waiting times hinder patients' access to services, disrupt 
operational processes within hospitals, and increase the 
workload of healthcare staff. This situation leads to a 
decline in the quality of healthcare services and erodes 
patients' trust in the healthcare institution. Delivering 
healthcare services promptly and managing patient flow 
efficiently helps patients feel better both physically and 
psychologically (Boudreaux and O’Hea, 2004; Mohsin et 
al., 2007). 
A significant portion of the treatment time in hospitals 
impacts waiting times, directly influencing both patient 
satisfaction and the quality of care. Various studies on 
patient satisfaction have shown that waiting time has a 
direct effect on patients' decisions to return to the 
hospital (Anderson et al., 2007; Pitrou et al., 2009). 
Patients with long waiting times are expected to deliver 
lower values of overall service quality and thus, in turn, 
reduce the probability of returning to that hospital. 
Analysis of the relevant data obtained to reduce waiting 

times, use available resources effectively, and improve 
the process are important for health management. 
Specifically, data-driven methods like machine learning 
ML are highly effective tools for extracting meaningful 
insights from large datasets and identifying inefficiencies 
in service delivery (Stiglic et al., 2020; Keskin et al., 
2024). ML algorithms offer various opportunities to 
improve service processes and enhance operational 
efficiency by making predictions based on historical data. 
Large and complex datasets that are difficult to analyze 
using traditional methods can be processed quickly and 
effectively using ML algorithms, significantly contributing 
to healthcare management. The applications of ML 
methods range from disease diagnosis and treatment to 
improving operational processes (Kononenko, 2001; Liao 
et al., 2016). 
Several studies in literature have developed strategies to 
estimate patient waiting times. Cayirli and Veral (2003) 
explored the optimization of appointment systems and 
examined the effects of factors such as delays, service 
times, and patient and doctor preferences on waiting 
times. Similarly, Qu and Shi (2011) proposed models to 
manage both pre-scheduled appointments and real-time 
demands within the same system. These models provide 
valuable insights into optimizing patient demand while 
predicting waiting times. Another study developed a 
Kalman filter-based model to predict outpatient waiting 
times, finding that this model outperformed traditional 
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models (Montecinos et al., 2018). ML techniques used in 
dental clinics have been found to perform better than 
traditional methods. For instance, while Autoregressive 
integrated moving average (ARIMA) models predict 
waiting times in a specific clinic based on historical data, 
ML algorithms produce more dynamic and accurate 
results by considering current patient data and external 
factors (Channouf et al., 2007). In this context, studies on 
predicting waiting times contribute to more efficient use 
of resources while increasing patient satisfaction (Reid et 
al., 2013). Atalan and Keskin (2023) estimated patient 
waiting times in a dental clinic in Türkiye using a 
discrete-event simulation (DES) model. Komşuoğlu 
(2022) highlighted in a study on patient satisfaction in 
dental clinics that treatment duration is a significant 
variable influencing patient satisfaction.  
The use of artificial intelligence, especially machine 
learning ML algorithms or artificial neural networks, is 
increasingly used in various fields, including healthcare 
management. ML-based models, such as artificial neural 
networks, generally provide much more accurate 
predictions than traditional statistical methods. For this 
reason, using such methods in healthcare management 
can improve operational efficiency, reduce costs, reduce 
staff workload, and increase patient satisfaction. In this 
study, which aims to improve patient waiting times, one 
of these problems, ML methods were used. Waiting time 
is considered one of the most critical indicators of 
healthcare quality and reducing it is important to 
increase patient satisfaction. The aim of the study was to 
estimate maximum waiting times and identify areas for 
improvement to increase operational efficiency and 
reduce waiting times. Six different ML algorithms were 
used to achieve this goal. 
This study consists of four main sections. The first 
section emphasizes the importance of the topic and 
provides a comprehensive review of the relevant 
literature. The second section details the dataset and 
methodology employed in the study. In the third section, 
machine learning algorithms are compared to identify 
the ones with the best predictive performance, and the 
results are analyzed. Finally, the last section discusses 
the study's recommendations, limitations, and 
suggestions for future research. 
 
2. Materials and Methods 
In this study, clinical data collected over a 6-month 
period from an intermediate-sized dental clinic in 
Türkiye were utilized. Typically, for machine learning 
algorithms, 80% of the dataset is randomly selected for 
training, while the remaining 20% is used for testing. To 
ensure uniformity and enhance analytical accuracy, the 
dataset was normalized to a range between 0 and 1 prior 
to analysis. Table 1 presents the basic statistics related to 
daily appointment patients, walk-in patients, the number 
of doctors, nurses, and dental technicians, as well as the 
average waiting time (in minutes) in the dental clinic. In 
addition, the general satisfaction score of patients, which 
is critical for healthcare services, was also included in the 

model. The satisfaction score for the service received by 
the patients was obtained using a scale from one to ten. 
The dataset was obtained from daily records between 
March 1, 2024, and August 31, 2024. Descriptive 
statistics for the variables used are summarized in Table 
1. 
Before running machine learning algorithms, a feature 
selection analysis was conducted to assess the 
importance of the variables used in the models. Feature 
selection helps improve the accuracy of the ML model by 
eliminating unnecessary variables (Miao and Niu, 2016). 
Figure 1 shows the feature importance results of the 
variables based on the F-test algorithms. In the ML 
models predicting the average waiting time, it was found 
that the patient satisfaction score is the most important 
parameter. The second most significant parameter 
turned out to be the number of scheduled patients. In 
contrast, the number of technicians was identified as the 
least important parameter compared to the others. The 
patient satisfaction score was collected using a Likert 
scale ranging from 1 to 10, obtained after the patients 
received treatment. Waiting time was recorded in 
minutes. 
Waiting times at the dental clinic were predicted using 
six different algorithms. The models used include 
Decision Trees (DT), Linear Regression (LR), Support 
Vector Machines (SVM), Gaussian Process Regression 
(GPR), Kernel Regression (KR), and Neural Networks 
(NN). In this study, various machine learning algorithms 
that perform well with different data structures were 
employed to analyze the data from the dental clinic. 
Decision Trees create a hierarchical model by dividing 
the dataset into branches, showing the effects of each 
variable under certain conditions (Song and Lu, 2015). 
Linear Regression assumes a linear relationship between 
the dependent and independent variables. Although it 
models this relationship using the least squares method 
and is simple and interpretable, it may be insufficient for 
non-linear relationships (Bertsimas and King, 2016). 
Support Vector Machines excel in solving non-linear 
problems by finding the best hyperplane that separates 
the data points (Gualtieri and Chettri, 2000). Gaussian 
Process Regression assigns distributions to each data 
point using a probabilistic approach, considering 
uncertainties. This method is particularly preferred in 
cases requiring high accuracy (Marrel and Iooss, 2024). 
Kernel Methods are effective in data analysis by 
projecting non-linear relationships into a higher-
dimensional space (Arenas-Garcia et al., 2013). Thanks to 
their multilayered structures, neural networks learn 
from inputs, model complex relationships, and exhibit 
strong performance, especially with large data sets 
(Naskath et al., 2023). The characteristics of the six 
machine learning methods used in this research are 
detailed in Table 2. All analyses were performed with 
MATLAB 2024, a powerful software tool widely used in 
fields such as machine learning, simulation and artificial 
intelligence (The MathWorks, 2024). 
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Table 1. Descriptive statistics of the variables used to estimate patient waiting time 

 Variable Mean Median Maximum Minimum Std. Dev. Obs. 
Average waiting time Output 12.93 13.90 29.73 4.13 8.11 158 
Appointment Patients Input 54.87 56.00 86.00 15.00 18.16 158 
Walk-in patient Input 13.46 12.00 28.00 4.00 5.67 158 
Number of Dentists Input 4.03 4.00 5.00 3.00 0.85 158 
Number of Nurses Input 2.96 3.00 4.00 2.00 0.80 158 
Num Technicians Input 1.49 1.00 2.00 1.00 0.50 158 
Patient Satisfaction Input 5.74 5.71 7.72 4.04 0.88 158 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. The feature selection information of ML model 
 
Table 2. Parameters of machine learning algorithms used to predict waiting time 

Algorithm Parameters of the algorithm 

Decision Trees (DT) 
- MaxNumSplits: 100 

- MinLeafSize: 1 
- SplitCriterion: 'gdi' (Gini's diversity index)-Prune: 'off' 

Linear Regression (LR) 
- FitIntercept: true (bias term is included) 

- Solver: 'normal equations' (closed-form solution) 
- Lambda: 0 (no regularization, simple regression) 

Support Vector Machines (SVM) 
- KernelFunction: 'linear' 

- BoxConstraint: 1 (penalty parameter) 
- KernelScale: 'auto', Standardize: true 

Gaussian Process Regression (GPR) 
- KernelFunction: 'squaredexponential' 

- BasisFunction: 'constant' 
- Sigma: 1e-3 (noise variance) 

Kernel Regression (KR) 
- KernelFunction: 'Gaussian' 

- Bandwidth: 1 (kernel width) 

Neural Network (NN) 

- HiddenLayerSizes: 10 (single layer, 10 neurons) 
- ActivationFunction: 'relu' 

- Solver: 'adam' 
- MaxEpochs: 100, LearningRate: 0.01 

 
In this study, the performance of the machine learning 
models was compared using commonly used evaluation 
metrics. To assess the accuracy and error rates of the 
models, the predictive performances of the algorithms 
were evaluated based on RMSE (Root Mean Square 
Error), MSE (Mean Square Error), R2 (coefficient of 
determination), and MAE (Mean Absolute Error). The 
details are shown in the following formulas. 
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3. Results 
The results of the machine learning models used to 
predict the average waiting time of patients in the dental 
clinic are presented in Table 3. The Decision Tree model 
obtained 0.087 RMSE, 0.916 R2, 0.008 MSE and 0.065 
MAE values in the training phase. In the testing phase, it 
showed a strong prediction performance with 0.086 
RMSE and 0.917 R2 values. 
On the other hand, the Linear Regression model 
performed worse than the Decision Tree model. While 
the model reached 0.106 RMSE and 0.875 R2 in the 
training phase, its performance decreased even further in 
the testing phase, with 0.848 R2 and 0.116 RMSE, 
showing a lower accuracy than the training phase. 
Although the LR model performs well in linear 
relationships, its predictive power weakens in complex 
models. The Support Vector Machines model has an 
RMSE of 0.110 and an R² of 0.867 in the training phase. In 
the testing phase, it performed close to the LR model 
with 0.850 R² and 0.115 RMSE. Similar to the LR model, 

the SVM model performed worse than the DT model. 
The Gaussian process regression model provided the best 
results during the training phase, with an RMSE of 0.075 
and an R² of 0.938. In the testing phase, it exhibited 
performance nearly identical to the training phase, with 
an R² of 0.936 and an RMSE of 0.075. GPR represented 
the data very well, emerging as the best-performing ML 
model. 
The kernel regression model showed similar 
performance to the decision tree model in the testing 
phase, with an RMSE of 0.087 and an R² of 0.916. In the 
testing phase, it performed almost identically to the DT 
model, with an R² of 0.915. 
The neural network model had an RMSE of 0.112 and an 
R² of 0.861 during the training phase, indicating lower 
performance compared to other models. However, in the 
testing phase, it provided better results with an R² of 
0.917 and an RMSE of 0.086. 
Overall, the GPR model, alongside the DT model, has 
shown the best performance for predicting the average 
waiting time of patients in the clinic. In comparison to 
other models, the KR model also demonstrated strong 
performance. The training and testing performance of the 
GPR model is illustrated in Figure 2. 

 
Table 3. Value of the measurement performance of ML models 

Ml model algorithm Train Test 
Performance criteria MAE MSE RMSE R2 MAE MSE RMSE R2 
Decision Tree 0.065 0.008 0.087 0.916 0.063 0.007 0.086 0.916 
Linear Regression 0.086 0.011 0.106 0.875 0.097 0.014 0.116 0.848 
Support Vector Machines 0.085 0.012 0.110 0.867 0.094 0.013 0.115 0.850 
Gaussian Process Regression 0.056 0.006 0.075 0.938 0.056 0.006 0.075 0.936 
Kernel Regresion 0.067 0.008 0.087 0.916 0.060 0.008 0.087 0.915 
Neural Network 0.081 0.013 0.112 0.861 0.065 0.007 0.086 0.917 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Performance of the train and test prediction phase of the GPR algorithm. 
Health expenditures are increasingly becoming a 
significant economic burden on governments worldwide 

for various reasons, such as the rising average lifespan. A 
substantial portion of the expenditures is allocated to 
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fundamental resources in the healthcare sector, including 
medical personnel, facilities, equipment, and medications 
(Atalan and Şahin, 2024). Particularly in dental health 
services, the use of alternative resource allocation 
techniques can provide crucial data for decision-makers 
and policymakers by offering deeper insights into the 
economic impact of health expenditures. 
Inefficient management of resources leads to increased 
costs in healthcare systems and delays in service 
delivery. Such inefficiencies financially and operationally 
challenge healthcare systems (Hung et al., 2019). 
Therefore, the use of increasingly popular machine 
learning ML methods in healthcare management is 
critical to achieving more efficient results. ML 
outperforms classical statistical methods by analyzing 
large data sets, detecting patterns, and optimizing 
resource allocation. Integrating ML techniques into 
healthcare management minimizes inefficient use of 
resources, saves costs, and improves service quality with 
smoother operations. This study proposes an ML 
algorithm that aims to increase resource management 
efficiency in healthcare. With ML based solutions, 
healthcare managers can improve decision-making 
processes, predict future resource needs more 
accurately, and support the development of sustainable 
healthcare systems. 
 
4. Discussion and Conclusion 
In this study, the waiting time was estimated by variables 
obtained using ML algorithms to minimize patient 
waiting times in dental clinics. Six different machine 
learning models were used in this context. Decision Trees 
DT, Linear Regression LR, Support Vector Machines SVM, 
Gaussian Process Regression GPR, Kernel Regression KR 
and Artificial Neural Networks NN were applied to the 
daily data obtained from dental clinics and the 
performance of each ML model was evaluated by means 
of certain criteria. Before the analysis, feature selection 
was used to evaluate the importance levels of the 
variables included in the models. According to the results 
obtained, it was found that the GPR model performed 
better than the other five ML models, while the SVM 
model showed the lowest performance. The obtained 
results show that the ML algorithm will be useful in 
estimating patient waiting times and improving the 
process. In addition, the integration of data-driven 
decision support systems into hospital management 
processes will contribute to more efficient resource use, 
improved service quality and optimized staff workload. 
This study has two primary limitations. First, 
incorporating detailed information about staff shift 
schedules could potentially enhance the accuracy and 
comprehensiveness of the predictions. Second, applying 
the methodology to larger dental hospitals, where a 
broader range of parameters and average treatment 
durations for various procedures can be included, may 
yield more robust and generalizable results. 
Future research can expand on the findings of this study 

in several ways. First, larger-scale data analyses can be 
conducted in bigger dental hospitals, incorporating 
diverse treatment types and patient densities to improve 
prediction accuracy. Second, multivariate models that 
include additional variables such as patient age, 
appointment time, and staff experience could provide 
more comprehensive insights. Third, real-time prediction 
systems powered by artificial intelligence could be 
developed to enhance operational efficiency and patient 
satisfaction. Fourth, international comparisons could be 
made by analyzing datasets from clinics in different 
countries to test the generalizability of the proposed 
methods. Lastly, optimization studies can focus on 
designing algorithms to minimize waiting times by 
optimizing patient and staff workflows. 
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