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Research Article 

 

Abstract— Question-answering systems facilitate information 

access processes by providing fast and accurate answers to 

questions expressed by users in natural language. Today, advances 

in Natural Language Processing (NLP) techniques increase the 

effectiveness of such systems and improve the user experience. 

However, in order for these systems to work effectively, the 

structural features of the language must be properly understood. 

Traditional rule-based and knowledge retrieval-based systems 

cannot analyze the contextual meaning of questions and texts 

deeply enough and therefore cannot produce satisfactory answers 

to complex questions. For this reason, Transformer-based models 

that can better capture the contextual and semantic integrity of the 

language have been developed. This study aims to evaluate the 

performance of Transformer-based models on Turkish question-

answering tasks. In this context, a new dataset created by 

combining THQuAD (Turkish Historic Question Answering 

Dataset) on Turkish Islamic History of Science and Ottoman 

History with BQuAD (Biology Question Answering Dataset) 

consisting of topics in biology course was used. On this dataset, the 

performances of BERTurk, ELECTRA Turkish and 

DistilBERTurk models for Turkish question-answering tasks were 

compared by fine-tuning under the same hyperparameters and the 

results were evaluated. According to the findings, higher Exact 

Match (EM) and F1 scores were obtained in models with case 

sensitivity; the best performance was obtained in BERTurk 

(Cased, 128k) model with 63.99% EM and 80.84% F1 scores. 

These findings reveal the effectiveness of Transformer-based 

models in Turkish question-answering tasks and especially the 

performance superiority of models with case sensitivity.  

 

 
Index Terms—Natural Language Processing, Question-

Answering System, Transformer, BERTurk 

 

I. INTRODUCTION 

 ITH THE rapid advancement of technology, it has 

become necessary to make natural language 

understandable and processable by machines. This requirement 

paved the way for the emergence of the field of Natural 

Language Processing (NLP). NLP is a sub-discipline of 

artificial intelligence that enables computers to understand, 

analyze and process human language and use it in various 

applications [1]. NLP techniques are widely used especially in 

areas such as processing, analyzing and interpreting written 

texts [2]. These techniques are effectively used in different 

fields such as text analysis, sentiment analysis, machine 

translation and information extraction [3]. 

 Question-answering systems, one of the application areas of 

NLP, are systems that aim to produce accurate and fast answers 

to the questions asked by users. These systems aim to provide 

appropriate answers to questions by analyzing the information 

obtained from large data sets [4]. QA systems enable users to 

find information in texts more quickly and thus offer significant 

advantages in many fields such as education, health, and 

scientific research [5], [6]. NLP processes in suffixed languages 

such as Turkish have some difficulties due to the structural 

features of the language. The grammatical structure of Turkish, 

derivation of words with roots and affixes, and syntactic 

structure can make natural language processing processes 

complex [7]. This has led to limited research on Turkish 

compared to research on common languages such as English. 

However, in recent years, technological advances in the field of 

NLP have enabled successful results to be obtained on 

languages such as Turkish. In particular, Transformer [8]- 

based models offer an important solution for processing 

languages such as Turkish with the ability to analyze contextual 

meaning in more depth. In this context, this study compares 

Transformer-based models on Turkish texts for a question-

answer task and analyzes the experimental results. 

 There are various studies in the literature on the development 

of question-answering systems with NLP techniques. These 

studies have been carried out using different methods and 

techniques due to the grammatical features and complex 

structure of different languages. Research topics cover a wide 

range of areas such as text semantic analysis, word and sentence 

processing techniques, contextual semantic inference, and the 

use of machine learning and deep learning models. Some of the 

important and influential works in this field are as follows: 

Incidelen and Aydogan [9] created a dataset for QA tasks in 

medical texts for Turkish, a low-resource language, and fine-

tuned the BERTurk model. As a result, the BERTurk (cased, 

128k) model showed the best performance with an Exact Match 

(EM) score of 55.121 and F1 score of 77.187. These findings 

demonstrate that QA tasks can be successfully implemented in 

low-resource languages and provide an important foundation 

for Turkish in the field of medical text processing. Ozkurt [10] 

evaluated the performance of BERT, DistilBERT, RoBERTa 

and ALBERT models in text-based QA system on the SQuAD 
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v2 dataset. The ALBERT model achieved the best performance 

with 86.85% EM and 89.91% F1 score, while BERT, RoBERTa 

and DistilBERT models showed lower performance. Soygazi et 

al. [11] presented THQuAD, a Turkish historical question-

answer dataset. This dataset consists of passages from 

Wikipedia articles on Ottoman history and the history of 

Turkish Islamic Science, and question-answer pairs based on 

these passages. In the study, they conducted experiments on the 

dataset using the pre-trained language models BERT, 

ELECTRA and ALBERT and evaluated the performance of the 

models with F1 score and EM metrics. According to their 

findings, they found that the ELECTRA model showed the 

highest performance with 63.08% EM and 81.55% F1 score. 

Ugurlu et al. [12] developed a virtual assistant that can answer 

questions about COVID-19, mainly in the field of health, in 

order to provide access to reliable information during the 

COVID-19 pandemic period. As a pioneering work in the 

Turkish health field, this assistant contributes to the field of 

society and health with natural language processing techniques. 

Unlu and Cetin [13] emphasized the impact and importance of 

deep learning methods on NLP and question answering 

systems. They underlined that deep learning methods such as 

text analysis, meaning extraction, keyword extraction 

significantly affect the performance of question-answering 

systems. They emphasized the importance of deep learning 

techniques in reaching the right information in large data sets. 

With their study, they argued that deep learning techniques are 

effective in NLP and question-answer systems and provide 

many advantages in areas such as keyword extraction. 

Amasyali and Diri [14] developed a question answering system 

called “BayBilmiş” using NLP techniques. They used NLP 

techniques such as finding word roots, identifying words 

according to their types and semantic analysis to understand the 

questions from users. By searching databases, the most accurate 

answers were obtained by information extraction according to 

the content of the questions. The answers obtained were tested 

with NLP algorithms to ensure reliable answers. A number of 

techniques were used to make the answers understandable. The 

system they designed provided high success in question 

answering processes by using a large database. Gemirter et al. 

[15] addressed the difficulties in the field of NLP in languages 

that do not have a simple structure such as Turkish. They 

developed a question-answering system that can give correct 

answers on documents in the banking sector. Using large data 

sets in their system, they used the BERT model and then 

optimized this model by fine-tuning it. In order to overcome the 

difficulties encountered due to the complexity of Turkish, they 

conducted a number of investigations on translated data sets. 

Mukanova et al. [16] aimed to develop a geographical QA 

system for the Kazakh language. In this context, they created a 

dataset of 50,000 question-answer pairs related to Kazakhstan 

geography and tested the system by conducting experiments on 

this dataset. The performance of the model was evaluated with 

BLEU and F1 score metrics, and an average BLEU score of 

95.76% and F1 score of 95.8% were obtained. Staš et al. [17] 

developed a question-answer dataset based on machine 

translation for the Slovak language. The English SQuAD v2.0 

dataset was translated into Slovak and experimental studies 

were conducted on this dataset by fine-tuning the SlovakBERT 

and mBERT models. The performance of the models was tested 

on two different datasets: machine translated and manually 

labeled. According to the findings, it was observed that the 

hand-labeled dataset provided higher performance. In 

particular, the mBERT model achieved EM and F1 scores of 

56.02% and 63.02% on the machine-translated dataset, while 

these scores were 69.48% EM and 78.87% F1 on the hand-

labeled dataset, respectively. In another study, Rajpurkar et al. 

[18] considered the Stanford Question Answering Dataset 

(SQuAD) v2.0. In addition to the question-answer mappings 

from SQuAD v1.1, SQuAD v2.0 has approximately 50,000 

unanswered questions generated by participants, and when they 

trained and tested the DocQA and ELMo model on SQuAD 

v2.0, they obtained an F1 score of 66.3%. As a result of their 

results, they argue that there is a significant difference between 

humans and machines in SQuAD v2.0 compared to SQuAD 

1.1. They also explained that SQuAD v2.0 is a significantly 

more challenging dataset for existing models 

II.  TRANFORMERS ARCHITECTURE 

Rapidly developing technologies in the field of artificial 

intelligence and NLP are continuously improving text 

processing and comprehension capabilities and require new 

approaches to tackle more complex tasks. At this point, the so-

called “Transformer” architecture has attracted a great deal of 

attention in a short period of time. Transformer is considered to 

be a revolutionary innovation in the field of language 

processing, enabling impressive results in a variety of 

application areas. 

The concept of transformer was first introduced in the article 

“Attention is all you need” [8]. This paper states that a 

transformer model is a model that uses self-attention and multi-

headed attention methods to find the relationship of a word 

given as input to other words in both the forward and backward 

directions. In this way, it can find the relation of a word to other 

words without the need for models such as RNN, which uses 

sequentially aligned data, or CNN, which performs 

convolutional operations in the middle layers. 

 Transformer is a deep learning model used in NLP. Unlike 

traditional language models, it uses purely attentional 

mechanisms to identify word relationships in language, without 

relying on preceding and following word order. This allows it 

to capture long-distance connections more efficiently and 

provide better performance in language processing tasks [19]. 

 Figure 1 shows the overall architecture of the Transformer 

model. The Transformer model consists of two main 

components, the encoder and the decoder. The encoder, located 

on the left side of the figure, processes and encodes the input 

data and generates meaningful representation vectors from this 

data. The decoder, on the right-hand side, uses these 

representation vectors to produce the target outputs. The 

encoder and decoder components are supported by various 

structures such as multi-head attention mechanisms, feed-

forward layers and positional coding. Working together, these 

components enable the model to take input data and process it 

through various processes to generate the final outputs.  
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Fig.1. Transformer Architecture [8] 

 

III. MATERIALS AND METHODS 

A. Dataset 

The dataset used in the experiments is a dataset obtained by 

combining THQuAD (Turkish Historic Question Answering 

Dataset) [20] prepared by Kokcu et al. and BQuAD (Biology 

Question Answering Dataset) [21] prepared by Akyon et al. 

THQuAD contains texts on the history of Turkish Islamic 

Science and Ottoman history. BQuAD, on the other hand, 

contains texts, questions and answers compiled from high 

school 1st, 2nd, 3rd and 4th grade biology textbooks published 

by the Turkish Ministry of National Education. BQuAD, which 

is designed for training biology-based QA, question generation 

and answer generation models, is organized in the widely used 

SQuAD [22] format.  

If the data sets have different structures, it is inevitable that 

the structure of the code will change and become more complex 

after merging. This can lead to errors and complicate the 

process of training the model. Since THQuAD and BQuAD 

have different structures, the two datasets were converted to the 

same data format. By combining THQuAD and BQuAD, it was 

aimed to obtain a data set consisting of more data. Details about 

the data set are given in Table I 

 
 

 

TABLE I 

PARAGRAPH AND QUESTION-ANSWER COUNTS IN TRAINING AND 
TEST DATASETS 

 
Paragraph Question-Answer Pair 

Training Dataset 2554 14839 

Test Dataset 341 1483 

Total Data 2895 16322 

 

As shown in Table I, the training dataset contains 2554 

paragraphs and 14839 question-answer pairs, while the test 

dataset has a smaller volume of 341 paragraphs and 1483 

question-answer pairs. Overall, this combined dataset contains 

2,895 paragraphs and 16,322 question-answer pairs. 

 The dataset is organized in JSON (JavaScript Object 

Notation) format, reflecting a typical structure used for 

question-answering systems. This structure is in SQuAD 

format, which is widely used for question-answering systems. 

A sample paragraph and question-answer pairs from the dataset 

are given in Figure 2. 

 

 
 

Fig.2. A Sample Paragraph and Question-Answer Pairs from the Dataset 
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B. Methods 

This section introduces the models used in the experiments 

performed. These models are customized variations of 

Transformer-based pre-trained language models for Turkish. 

 

1) BERTurk 

BERTurk [23] is a model based on the BERT[24] 

architecture and customized for Turkish language processing. 

This model was created by Stefan Schweter and is specifically 

designed to understand and process the rich linguistic structure 

of Turkish. BERTurk was trained using various data sources 

such as the Turkish OSCAR corpus, Wikipedia, OPUS corpora 

and a custom corpus provided by Kemal Oflazer. Variations of 

the BERTurk model are as follows: 

BERTurk (Cased, 32k): This variation performs tokenization 

by distinguishing between uppercase and lowercase letters. 

That is, it takes into account uppercase and lowercase 

differences. For example, “Mehmet” and “mehmet” will have 

separate tokens. It has a vocabulary of 32 thousand tokens. 

BERTurk (Uncased, 32k):This variant performs tokenization 

on Turkish texts without distinguishing between uppercase and 

lowercase letters. That is, it does not care about uppercase and 

lowercase. For example, “Mehmet” and “mehmet” will have 

the same token. Again, it has a vocabulary of 32 thousand 

tokens. 

BERTurk (Cased, 128k): This variant performs tokenization 

by distinguishing between uppercase and lowercase letters in 

Turkish text and has a larger vocabulary. It contains 128 

thousand tokens. 

BERTurk (Uncased,128k):This model performs tokenization 

of Turkish text without distinguishing between uppercase and 

lowercase letters and has a large vocabulary of 128k tokens. 

2) ELECTRA Turkish 

ELECTRA [25] was developed to accelerate the training 

process and increase the efficiency of BERT and similar 

models. The main difference that distinguishes this model from 

BERT is its approach during the training phase. ELECTRA 

Turkish [26] is a model of ELECTRA developed for Turkish 

and is a model created by training on the same data as 

BERTurk. There are two different variations for Turkish: 

ELECTRA Small [27]: This model is a small and fast model 

because it contains fewer parameters. It performs tokenization 

by distinguishing between uppercase and lowercase letters. A 

35GB data set was used in the training process. Thanks to its 

small and lightweight structure, it is preferred in systems with 

limited resources and applications that require fast results. 

ELECTRA Base [28]: ELECTRA Base model is a larger and 

more powerful model because it contains more parameters. This 

model also performs tokenization by distinguishing between 

uppercase and lowercase letters. A 35GB dataset was used in 

the training process. Thanks to its larger size, it is preferred for 

more complex applications that require high accuracy. 

3) DistilBERTurk 

DistilBERTurk [29] is a customized version of the 

DistilBERT [30] model for Turkish. DistilBERTurk is a 

lightweight and fast  natural language processing model for 

Turkish. This model was trained using the cased version of 

BERTurk and 7GB of original training data. The training 

process was carried out by distillation, a technique of building 

a smaller model from a larger model. 

C. Evaluation Metrics 

 Two different performance metrics, EM and F1score, were 

used to analyze the performance of the models. These 2 metrics 

are widely used in the literature for QA tasks.  

EM is a widely used evaluation metric in QA systems. It is used 

to measure the similarity between the answer produced by a 

model and the correct answer [22]. The EM ratio checks 

whether the model's answer and the correct answer match 

exactly, i.e. word for word. If the model's answer is exactly the 

same as the correct answer, it is considered EM.  

EM is important for applications that require precise 

accuracy because incorrect or missing information can lead to 

unintended consequences, especially in areas of critical 

importance (e.g. medical information systems or legal 

regulations). However, the main limitation of the EM metric is 

that it does not consider partial accuracies or contextual 

semantic matches. Therefore, it may not be sufficient to use this 

metric on its own, as it only provides a precise measure of 

accuracy; it is often combined with complementary metrics 

such as the F1 score.  

The Number of Exact Matches refers to the sum of cases 

where the answers generated by the model match the correct 

answers exactly. The Total Number of Answers represents the 

total number of answers in the dataset. The ratio of the number 

of exactly matched answers to the total number of answers 

gives the EM. The equation for the EM ratio is shown in (1). 

 

𝐸𝑀 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐸𝑥𝑎𝑐𝑡𝑙𝑦 𝑀𝑎𝑡𝑐ℎ𝑖𝑛𝑔 𝐴𝑛𝑠𝑤𝑒𝑟

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑛𝑠𝑤𝑒𝑟
                       (1) 

 
F1 Score is a widely used metric for evaluating the 

performance of a model, representing the harmonic mean of the 

precision and recall metrics.[31]. The F1 score is calculated 

with the formula given in Equation (2). 

 

 𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                  (2) 

 

In this equation, precision and recall metrics are combined 

to provide a balanced measure that evaluates the overall 

performance of the model. Precision is the ratio of correctly 

predicted answers to total predicted answers. This metric is 

used to evaluate the prediction accuracy of the model by 

measuring how many of all the answers produced by the 

model are correct. Sensitivity is the ratio of correctly predicted 

answers to total correct answers in the dataset and measures 

the model's ability to find all correct answers. 

The F1 score combines precision and sensitivity, expressing a 

model's performance on these two metrics in a single metric. It 

is used in this study as the model is expected to perform with 

both high accuracy and high coverage. 

IV. RESULTS AND DISCUSSION 

Table II shows the performance results of BERTurk, 

ELECTRA Turkish and DistilBERTurk models with the same 

hyperparameter settings on the new dataset obtained by 

combining THQuAD and BQuAD. 
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Table II 

PERFORMANCE RESULTS OF THE MODELS FOR THE SAME HYPER PARAMETERS VALUES 

Model Name 

Hyper Parameters Evaluation Metrics 

Training 
Batch Size 

Test 
Batch Size 

Epoch 
Learning 

Rate 

Exact 

Match 

(%) 

F1 
(%) 

BERTurk 

(Cased, 32k) 
16 32 5 3e-5 63.31 80.07 

BERTurk 

(Uncased, 32k) 
16 32 5 3e-5 42.21 64.49 

BERTurk 

(Cased, 128k) 

 

16 32 5 3e-5 63.99 80.84 

BERTurk 

(Uncased, 128k) 
16 32 5 3e-5 42.41 64.50 

ELECTRA 

Turkish Base 
16 32 5 3e-5 61.15 79.25 

ELECTRA 

Turkish Small 
16 32 5 3e-5 34.12 50.70 

DistilBERTurk 

 
16 32 5 3e-5 28.65 44.16 

In this study, the performance of different Transformer-

based language models for Turkish QA tasks was evaluated. 

The experimental results obtained show that the BERTurk 

models with casing achieved significantly higher EM and F1 

scores than the variation without casing. The BERTurk 

(Cased, 128k) model achieved the highest performance with 

EM scores of 63.99% and F1 scores of 80.84%. This supports 

the conclusion that case sensitivity is semantically critical in 

a language like Turkish and improves contextual accuracy. 

This result shows that especially in Turkish, proper nouns, 

sentence beginnings and important concepts are 

distinguished by capitalization, which allows the cased 

models to better understand the context. 

 Comparisons with ELECTRA models show that the 

ELECTRA Turkish Base model also performs well, but still 

lags behind the BERTurk Cased models. While this 

demonstrates the effectiveness of ELECTRA, it also 

suggests that the Turkish-specific fine-tuning of the 

BERTurk models yields superior results. On the other hand, 

ELECTRA Turkish Small variation performed quite low 

with EM scores of 34.12% and F1 scores of 50.70%. This 

finding emphasizes the impact of model size and capacity on 

performance, and suggests that smaller and simpler models 

cannot adequately capture complex contextual relationships. 

 The DistilBERTurk model performed the worst with an 

EM score of 28.65% and an F1 score of 44.16%. This 

suggests that reducing the size of this DistilBERT-based 

model has a negative impact on accuracy and 

comprehensiveness. Especially in structurally complex 

languages such as Turkish, lower model capacities and small 

size models cause information loss and make it difficult to 

capture the semantic integrity of the text. 

 These findings emphasize the importance of case 

sensitivity, model size and vocabulary in model selection in 

Turkish QA tasks. In particular, large and cased models  

 

showed higher performance by better capturing contextual 

information. In this context, when developing high-

performance QA systems in low-resource languages, the 

preference for cased structures may increase the model's 

capacity to extract contextual meaning. It was also concluded 

that the accuracy of low-dimensional and minimized models 

may be limited and that models trained with larger 

vocabularies may provide better results, especially in areas 

with sensitive information. These findings suggest that in 

Turkish natural language processing research, the preference 

for large, cased models is critical for effective QA systems. 

V. CONCLUSION 

This study aims to analyze the experimental results by 

comparing the performance of Transformer-based language 

models for QA task on Turkish texts. In this direction, the 

language models developed for Turkish were fine-tuned with 

the same hyper parameters using the dataset obtained by 

merging the THQuAD and BQuAD datasets and the 

performance of the models was evaluated. Various 

experiments were conducted with this merged dataset, and 

the highest EM rate of 63.99% and the highest F1 score of 

80.84% were obtained for the BERTurk (Cased, 128k) 

model. 

The reasons why the BERTurk (Cased, 128k) model gives 

the best results can be explained in terms of the structural 

features of the Turkish language and the technical 

advantages of the model. Since Turkish is a case-sensitive 

language, capitalization of proper nouns, sentence 

beginnings and important concepts provides a more accurate 

understanding of the context. This makes it possible for case-

sensitive models to better capture contextual meaning. In 

particular, the BERTurk (Cased, 128k) model analyzes the 

semantic relations and contexts of words more accurately by 

taking capitalization into account. Moreover, the model's 

large vocabulary of 128k allows it to better understand the 

diversity of word derivations in languages with an 
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agglutinative structure such as Turkish. Since Turkish is a 

language that is open to word derivation using many different 

affixes, models with large vocabularies can capture these 

structural features of the language more effectively. This 

contributes to increased contextual accuracy. 

As a result of the experiments, it was observed that models 

with case sensitivity generally achieved higher EM and F1 

scores. In addition, the number of parameters of the models 

has a significant impact on performance. Models with more 

parameters exhibited higher performance. Especially the 

BERTurk cased models showed superior performance thanks 

to these features. These findings show that case sensitivity, 

number of parameters and hyperparameter optimization are 

critical in the development of Turkish text processing and 

QA systems. 

This study makes valuable contributions to the literature 

on the development of question-answering systems for 

Turkish by demonstrating the applicability and effectiveness 

of question-answering in Turkish. The results obtained will 

guide future research and applications in this field. The study 

encourages further research in the field of question-

answering for Turkish and shows that high-performance 

systems can be developed despite the unique challenges of 

the language. 
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