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ABSTRACT 
 
Average temperature prediction is important in many areas, such as climate change, agriculture, and energy 
management. It is also necessary for estimating energy demand, managing energy, and developing sustainable 
energy policies. In this study, using monthly average air temperature data between 1960-2017, temperature 
predictions were performed for Konya province using genetic programming, gradient boosting, and random forest 
techniques. The predicted average monthly temperature values between 2018-2021 were compared with the real 
values. Then, future predictions for the years 2022-2025 were also performed. Metrics such as R², RMSE, and 
MAE were used in model evaluations. R²=0.9477, RMSE=1.950 and MAE=1.500 for the genetic programming 
model, R²=0.9663, RMSE=1.564 and MAE=1.203 for the gradient boosting model, and R²=0.9905, RMSE=0.833 
and MAE=0.625 for the random forest model. The same algorithms gave good results for future prediction of the 
average air temperature between 2022 and 2025. In conclusion, the applied machine learning methods gave 
successful results in monthly average air temperature predictions for Konya province, and these findings show that 
machine learning techniques can be used effectively in air temperature prediction. 
 
Keywords: Air temperature, Genetic programming, Gradient boosting, Random forest. 
 

 
 

KONYA'NIN HAVA SICAKLIĞININ TAHMİN EDİLMESİ: GENETİK 
PROGRAMLAMA, GRADİENT BOOSTİNG VE RASTGELE ORMAN 

YAKLAŞIMLARI 
 
ÖZ 
 
Ortalama sıcaklık tahmini iklim değişikliği, tarımsal ve enerji yönetimi gibi birçok alanda önemlidir. Ayrıca, enerji 
talep tahminleri, enerji yönetimi ve sürdürülebilir enerji politikalarının geliştirilmesi için de gereklidir. Bu 
çalışmada, 1960-2017 yılları arasındaki aylık ortalama hava sıcaklığı verileri kullanılarak Konya ili için genetik 
programlama, gradient boosting ve random forest teknikleri ile sıcaklık tahminleri gerçekleştirilmiştir. 2018-2021 
yılları arasındaki her ay için tahmin edilen ortalama sıcaklık değerleri gerçek değerlerle karşılaştırılmıştır. 
Ardından, 2022-2025 yılları için gelecek tahminleri de yapılmıştır. Model değerlendirmelerinde R², RMSE’ve 
MAE gibi metrikler kullanılmıştır. Genetik programlama modeli için R²=0.9477, RMSE=1.950 ve MAE=1.5000, 
gradient boosting modeli için R²=0.9663, RMSE=1.564 ve MAE=1.203, random forest modeli için ise R²= 0.9905, 
RMSE=0.833 ve MAE=0.625 değerleri elde edilmiştir. 2022-2025 yılları arasındaki ortalama hava sıcaklığı içinde 
aynı algoritmalar gelecek tahmini iyi sonuçlar vermiştir. Sonuç olarak, uygulanan makine öğrenimi yöntemleri, 
Konya ili için aylık ortalama hava sıcaklığı tahminlerinde başarılı sonuçlar vermiştir ve bu bulgular, hava sıcaklığı 
tahmininde makine öğrenimi tekniklerinin etkili bir şekilde kullanılabileceğini göstermektedir. 
 
Anahtar kelimeler: Hava sıcaklığı, Genetik programlama, Gradient boosting, Random forest.
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1. Introduction 
 
Climate change is among the most important environmental problems of the 21st century [1]. This 
problem causes an increase in precipitation regime, temperature, and CO2 concentration on the earth. It 
is known that global temperature is increasing due to the rise in greenhouse gases [2]. The increase in 
global temperature in recent years has also accelerated the hydrological cycle [3]. Temperature, one of 
the climate parameters, directly affects evaporation, snowmelt, and frost and indirectly affects 
atmospheric stability and precipitation conditions. Temperature is also one of the main atmospheric 
variables used in hydrological modeling [4]. Ground-level air temperatures are expected to warm land 
faster than oceans [5]. The global increase in near-surface air temperature since the late nineteenth 
century has increased the frequency, intensity, and duration of extra heat and warm weather events [6,7]. 
Temperature affects climate systems and the hydrological cycle directly or indirectly. It is extremely 
important to make possible temperature predictions to predict these effects of temperature and take 
precautions against disasters caused by temperature. This raises awareness and provides warnings and 
guidance for governments to implement appropriate policies in climate, economy, health, etc. 
Forecasting weather phenomena uses numerical simulations to describe climate behavior, focusing on 
temperature, pressure, and humidity changes. Data from current atmospheric conditions are input into a 
computer to program mathematical equations. Different weather models mimic the Earth's atmosphere, 
offering a unique interpretation of atmospheric energy [8,9]. Forecasters are familiar with the 
characteristics of each model and prioritize those with the highest ability to predict their specific 
conditions. Accurate temperature prediction is crucial for governments' climate policies, energy 
companies' plans to meet energy demand, agriculture, food management, forest conservation, and health. 
Understanding temperature change and predicting future temperature values prevent disasters such as 
heat waves, droughts, floods, forest fires, etc. [10]. Air temperature forecasts for Konya province are 
critical for many sectors, such as agriculture, animal husbandry, energy management, and urban 
planning. As Konya is one of Türkiye's most important agricultural regions, temperature changes 
directly affect crop growth, yield, and quality. Temperature forecasts provide farmers with information 
to plan planting and harvesting periods better and optimize irrigation and fertilization strategies, thus 
minimizing crop loss and increasing yields. Thus, knowing the weather forecasts in Konya enables 
effective use of resources by increasing efficiency and safety. 
 
As a result, knowing the weather forecasts in Konya is critical to increasing agricultural productivity, 
protecting animal health, using water resources efficiently, and managing energy demand. It also ensures 
public safety by taking precautions against floods and heat waves and contributes to the efficient use of 
resources [11-13]. This study used regression-based machine learning algorithms to predict the monthly 
average air temperatures, which consist of real number values for Konya province. To test the prediction 
success of machine learning algorithms, the data set consisting of monthly average air temperatures for 
the years 1960-2021 was divided into a time series. Accordingly, predictions for 2019-2021 and 2022-
2025 were evaluated. 

2. Literature Review 

Kınacı et al. analyzed one-year temperature series with bilinear models using daily average temperature 
data for Konya province between 1997 and 2004. The study compared the forecasting performances of 
linear and nonlinear models. The results show that the dual linear model is more successful than linear 
models in certain situations [14]. Terzi and Ersoy conducted drought analysis using precipitation data 
from 1971-2014 at meteorological stations in Konya. Drought categories of 3, 6, 9, and 12 months were 
determined by the Standardized Precipitation Index (SPI) method, and drought prediction models were 
developed using the artificial neural networks (ANN) method. The results showed that ANN could 
predict drought accurately, especially in the 12 months [15]. 
 
Various machine learning algorithms have been used to predict annual and average seasonal 
temperatures in Shafin, Bangladesh. Linear Regression, Polynomial Regression, Isotonic Regression, 
and Support Vector Regression methods were applied in the simulation experiments. While isotonic 
regression gave the most successful results on training data, polynomial regression, and support vector 
regression provided the most accurate results for future temperature predictions [16]. Süzülmüş used 
different artificial neural network models and multiple linear regression methods to predict the monthly 
average temperatures of Gaziantep based on geographical and meteorological data. Among the artificial 
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neural networks, the Multilayer Perceptron (MLP) model was found to have the highest accuracy rate 
with an R² value of 99.90%, while the MLR model showed a lower performance. As a result, the 
predictions made with MLP were found to be closer to the actual data than the other models [17]. Turgut 
et al. recorded weather parameters such as temperature, humidity, wind direction, and intensity through 
sensors connected to the microcontroller and transferred them to the database in real time via an ethernet 
module. ANN processed the database to predict the air temperature. This method provides a faster and 
more practical prediction model than meteorological formulas [18]. Cifuentes et al. examined different 
machine-learning strategies in the literature for temperature prediction. They reported that deep learning 
methods are more successful in temperature prediction with lower error rates than traditional neural 
network architectures. 
 
Moreover, the accuracy of the prediction methods varies depending on the data combinations, 
architectures, and learning algorithms used [19]. Sevinç and Kaya applied LSTM and ARIMA models 
for air temperature prediction using meteorological data from the Solhan district of Bingöl. In the 
analyses performed on the real dataset, both models provided highly accurate temperature forecasts, 
with an R-squared score of 0.95 for LSTM and 0.97 for ARIMA [20]. Adnan et al. evaluated the 
performance of LSSVM, GMDHNN, and CART in temperature prediction using monthly temperature 
data from Astore and Gilgit stations in Pakistan. LSSVM model provided more accurate temperature 
than the other models and gives lower errors, especially in RMSE values [21]. Sevinç and Kaya used 
LSTM and ARIMA models to forecast temperature for Diyarbakır province using air temperature data 
for 2014-2020. The R-square score of the LSTM model was obtained as 0.96, which indicates that the 
model predicts close to the actual temperature values. As a result, both models were successfully 
applicable in temperature forecasting [22]. Azari et al. tested various machine learning methods for 
temperature time series forecasting. Linear regression, k-nearest neighbor, support vector machines, 
ANN, Random Forest, and Adaptive Boosting methods were used to predict the temperature in 
Memphis, TN. As a result of the analysis, Artificial Neural Network was more successful than other 
methods and showed the best performance in temperature prediction [23]. Fister et al. proposed three 
artificial intelligence frameworks for long-term summer temperature forecasting. Using historical data 
for the regions of Paris (France) and Córdoba (Spain), average temperatures in August's first and second 
half are predicted. The proposed methods include CNN, various machine learning approaches, and 
Recurrence Plot-based CNN that translates temporal series into images, and successful prediction results 
were obtained in both regions [24]. Yılmaz et al. estimated Turkey's long-term average temperatures 
using three different interpolation methods: Inverse Distance Weighted Interpolation (IDW), Kriging, 
and Radial Basis Function (RBF). In the study, forecasts were made using monthly temperature data of 
81 provinces between 1981-2020, and these methods' accuracy was tested. According to the results 
obtained, the Kriging method gave the best prediction at Ardahan station (COC: 30.22°C, OMH: 5.29°C, 
R²: 0.988), while the IDW method gave the worst result at Aksaray station (COC: 121.94°C, OMH: 
3.48°C, R²: 0.375). The best prediction results of each method were observed at Şanlıurfa, Ardahan, and 
Şırnak stations, but the Kriging and RBF methods showed the lowest performance in Tunceli [25]. 
Coşkun analyzed the climate trends in the Salt Lake-Konya basin in the Central Anatolia Region of 
Turkey between 1970-2018 with data obtained from meteorological and flow stations. The analysis 
based on Mann-Kendall and Spearman's Rho tests showed that while there was an increase in 
temperatures, there was no significant trend in precipitation and runoff data. The results show that 
temperature increases do not significantly affect evaporation, precipitation, and runoff [26]. 
 

3. Materials and Methods  
 
This study uses regression-based machine learning algorithms to predict monthly average air 
temperatures with real number values. Genetic Programming (GP), Gradient Boosting (GB), and 
Random Forest (RF) were preferred as machine learning algorithms. 
 
GP is an innovative artificial intelligence method that enables the automatic generation of computer 
programs inspired by biological evolution. This approach iteratively evolves randomly initialized sets 
of programs using the basic mechanisms of biological evolution: natural selection, crossover, and 
mutation. The main goal of GP is to generate programs capable of achieving a specific goal or solving 
a problem. In this process, the generated programs are evaluated according to their performance; the 
most successful solutions are selected as the parents of the next generations. The crossover process 
combines the characteristics of these parent programs to produce new and potentially more successful 
child programs, while the mutation process adds diversity to the population, avoiding possible local 
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optima. The iterative nature of GP allows for the development of more effective and efficient programs 
over generations. While traditional programming involves writing code manually, GP creates self-
optimizing and dynamically adaptive programs through a fully automated process. This is a great 
advantage when flexibility and creativity are required, especially in complex and changing problems. 
GP is used in many fields, such as data analytics, optimization, control systems, robotics, finance, etc. 
For example, while GP can be used to discover hidden patterns in complex data sets, it can also provide 
solutions for multiple objectives in optimization processes. It can also create a competitive advantage 
by delivering creative and innovative approaches to strategy development and decision-making 
problems. GP's capacity to generate automated solutions saves both time and resources while enabling 
customized and optimized results that are impossible with manual programming. For this reason, GP is 
increasingly preferred in many disciplines as an artificial intelligence approach that transcends the limits 
of traditional methods [27-29].  
 
GB is a powerful method that combines weak predictive models to compensate for each other's 
shortcomings. It has been effectively used in machine learning to solve problems such as classification 
and regression. The technique follows a process whereby each model is trained by focusing on the 
mistakes made by previous models, producing more accurate predictions at each step. The main goal is 
to build a strong model by combining a set of weak learners. These weak learners are usually decision 
trees, but GB is a flexible method that can be applied to different learners. The basic mechanism of GB 
is based on reducing errors from previous predictions. Using the gradient descent algorithm, each new 
model minimizes these errors. The process focuses on reducing the overall error of the model, which 
allows for highly accurate predictions, especially for complex data sets. GB is an ideal method for large 
data sets and complex analysis problems. One of the advantages of GB is its capacity to improve model 
performance systematically. 
 
First, a simple model is built, and its prediction errors become the learning target for the next model. 
This iterative process ensures that mistakes are progressively reduced and that the resulting model 
becomes much more powerful and competent than the initial individual models. However, the GB 
method requires a careful approach to hyperparameter settings. It is important to choose the right 
parameter choices so that the model does not tend to overlearn (overfitting). Besides classification and 
regression, GB has been successfully used in many other application areas, such as anomaly detection, 
ranking systems, and time series analysis. For example, it draws attention to its high performance in 
financial data analysis, health prediction models, and analysis of user behavior. 
 
Moreover, the flexibility and accuracy of this method allow users to create a suitable solution for 
different data sets and problems. This wide range of applications and strong performance of Gradient 
Boosting explains why it is often preferred in modern machine learning projects [30-32].  
 
RF is a powerful and flexible method widely used in machine learning to solve classification and 
regression problems. This approach is based on an ensemble model that is built by combining a large 
number of decision trees. The model trains each decision tree on a different subset of the dataset and 
randomly selected features. This process increases the diversity of the model, resulting in generalizable 
results and allowing it to make predictions with high accuracy. Each decision tree produces independent 
predictions depending on the subset it is trained on. In classification problems, these predictions are 
combined by majority voting, while in regression problems, the final result is obtained by taking the 
arithmetic mean of the projections. With this approach, the errors of individual decision trees are 
balanced within the ensemble model, and the overall performance is improved. 
 
Moreover, the RF method significantly reduces the risk of overfitting a single decision tree. The 
dependency of each tree on the data subset and features increases the model's ability to adapt to different 
data samples and makes the results more balanced. RF performs impressively, especially for large data 
sets and high-dimensional problems. It provides successful results even when there are complex 
relationships between features in the data set or when there is missing data. Moreover, the ability to 
determine the importance of features makes RF more advantageous in terms of interpretability than 
other machine learning methods. This makes it possible to decide which features impact the target 
variable more. Besides classification and regression, RF has many applications such as anomaly 
detection, data mining, bioinformatics, financial analysis and image processing. Thanks to its robust 
structure, flexibility, and accuracy, this method is preferred in many fields and is notable for its user-
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friendliness. The fact that it is less sensitive than other machine learning methods in optimizing the 
parameters makes RF a more easily applicable solution. 
 
In conclusion, Random Forest is a method in which independent decision trees form a strong ensemble 
model, offering superior performance in terms of accuracy and generalizability. Its flexibility and 
robustness when working with large and complex datasets make RF an indispensable tool in modern 
machine-learning applications. [33-35].  
 
The dataset is a comprehensive data set that includes monthly average temperature values and covers 
696 months of data [36]. These data include long-term temperature records from 1960 to 2017 and 
constitute a fundamental source for temperature forecasting studies for Konya province. In Figure 1, the 
average temperature values between these years are visualized. In the figure, the temperature sets for 
each year, grouped by month, are visible and indicated by a red box as an example. This grouping allows 
us to understand better the temperature trends over many years and the monthly variations. The dataset 
recorded maximum temperature was 27.7 ºC in August 2010, while the minimum temperature was -8 
ºC in January 1989. This wide temperature range provides an important reference for assessing the 
region's climate changes and extreme weather events. The data presented in Figure 1 provide important 
information, especially for analyzing temperature variations in different periods and preparing data for 
forecast models. 
 
In this study, temperature data from 1960-2017 were used in the training process of machine learning 
algorithms. To test the accuracy of the obtained models and to evaluate future temperature forecasts, a 
total of 48 months of temperature data between 2018 and 2021 were tried to be predicted. These forecasts 
are critical to assess the performance of the models by comparing them with actual values and to test 
the effectiveness of different algorithms. This large data set and temperature records spanning different 
years constitute a rich source of information in modeling processes and provide a reliable basis for long-
term forecasts. 
 

 
 

Figure 1. The data set of average air temperatures of Konya province between 1960-2017 

 
4. Results and Discussion 

 
The dataset for training and testing machine learning models has been treated as a time series. The 
training set includes data between 1960-2017, while the test set covers 2019-2021. The expected values 
between 2022 and 2025 are estimated based on the model's performance.To analyze the performance of 
machine learning models, evaluation metrics such as MAE, RMSE, and R², frequently preferred in 
regression problems, were utilized. In the literature, various metrics are used to analyze the performance 
of machine learning-trained models. In this study, mean absolute error (MAE), root mean square error 
(RMSE), and coefficient of determination (R²) metrics were used to determine the best model [31].  
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Figure 2a compares the actual average temperature data and the data obtained with GP prediction. It can 
be considered that the GP predictions are consistent with the original temperature values. Figure 2b 
shows the residual values between GP predicted and real temperature values (2019-2021). The residual 
is the difference between the model-predicted and real measured values. In general, residual values for 
48 months of data fluctuate between approximately 4 and -2. When the residual values are analyzed, it 
can be seen that the model is generally successful.  In the training of the model for GP, R2= 0.9477, 
RMSE= 1.950, and MAE= 1.500. In the testing phase of the model, R2= 0.9560, RMSE= 1.7070, and 
MAE= 1.3790. Based on these values, it can be concluded that the model is successful. Figure 2c shows 
the box plot. When the box plot in Figure 2c is analyzed for GP, the first quartile (Q1) is 6.92 ºC, the 
median (Q2) is 13.49 ºC, and the third quartile (Q3) is 19.69 ºC. The original temperature values are 
7.70, 13.90, and 20.10 ºC, respectively. 
 

 
 

Figure 2. (a) Comparison of GP prediction results with original data for (2018-2021) (b) Residuals 
from GP prediction for (2018-2021) (c) Box plots of GP's predictions with original data for (2018-

2021) 
 
Figure 3a compares the GP forecast and the average temperature data. GB forecasts can be consistent. 
Figure 3b shows the residual values between the predicted and actual average temperature values 
obtained from GB (2019-2021). In general, the residual values vary between approximately 5 and -3.  
In the training of the model for GB, R2= 0.9663, RMSE= 1.564, and MAE= 1.203. In the testing phase 
of the GB algorithm, R2= 0.9211, RMSE= 2.285, and MAE= 1.777. It can be concluded that the model 
is successful. Figure 3c shows the box plot. The results are 6.50 ºC for Q1, 13.45 ºC for Q2 and 21.03 
ºC for Q3. The original temperature values are 7.70, 13.90 and 20.10 ºC respectively 
 

 
 

Figure 3. (a) Comparison of GB prediction results with original data for (2018-2021) (b) Residuals 
from GB prediction for (2018-2021) (c) Box plots of GB's predictions with original data for (2018-

2021) 

Figure 4a compares the original average temperature data with the data obtained with the RF prediction. 
RF predictions are consistent with the original temperature values. Figure 4b shows the residual values 
for the RF prediction, which fluctuate between about 5 and -3. It can be seen that the RF model is 
generally successful.  In the training for RF, R2= 0.9905, RMSE= 0.833 and MAE= 0.625. In the testing, 
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R2= 0.9205, RMSE= 2.294 and MAE= 1.812. The box plot shows Q1 is 6.39 ºC, Q2 is 13.05 ºC and Q3 
is 21.35 ºC. The original temperature values are 7.70, 13.90 and 20.10 ºC respectively. 

 
 

Figure 4. (a) Comparison of RF prediction results with original data for (2018-2021) (b) Residuals 
from RF prediction for (2018-2021) (c) Box plots of RF's predictions with original data for (2018-

2021) 

For the future predictions of the average air temperature for 2022-2025, GP, GB and RF algorithms were 
considered to give successful results. Figure 5a shows the prediction of the GP algorithm. The GP 
method predicts a minimum of-1.50 ºC, a maximum of 25.12 ºC , and an average of 12.39 ºC for the 
average temperature between these years. Figure 5b shows the prediction of the GB algorithm. In this 
algorithm, the mean temperature's minimum, maximum and mean values are 0.89 ºC, 24.55 ºC, and 
12.39 ºC, respectively. For the RF algorithm, these values were estimated as 1.74, 24.59, and 12.63 ºC, 
respectively (Figure 5c). 
 

 
 

Figure 5. (a) GP predictions for average temperature (b) GB predictions for average temperature (c) 
RF predictions for average temperature (2022-2025). 

 
Predicting monthly average temperature is critical in many areas, such as climate change, agricultural 
productivity, energy consumption, and health. Temperature data plays an important role in planning 
agricultural activities and crop selection. In addition, energy demand predictions are essential for energy 
management and the development of sustainable energy policies. Weather changes can also impact 
human health; accurate forecasts help mitigate adverse impacts. In this context, monthly average 
temperature predictions for Konya province will contribute to a better understanding and management 
of these important variables. In this study, GP, GB, and RF techniques were used to predict the 
temperature of Konya province using monthly average air temperature data between 1960 and 2017. 
First, the expected average monthly temperature values between 2018-2021 (48 months total) were 
compared with the actual values. Then, future predictions for the years 2022-2025 were also performed. 
Metrics used in model evaluations include MAE, RMSE, and coefficient of determination R². Successful 
results such as R²= 0.9477, RMSE= 1.950, and MAE= 1.5000 were obtained for the genetic 
programming model. In the test phase of the model, R²= 0.9560, RMSE= 1.7070, and MAE= 1.3790 
values were recorded. These findings show that the GP model is successful. In the training of the GB 
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model, R²= 0.9663, RMSE= 1.564, and MAE= 1.203 values were obtained. The results in the test phase 
were R²= 0.9211, RMSE= 2.285 and MAE= 1.777. These results also reveal the effectiveness of the 
model. In the training of the RF model, very good results such as R²= 0.9905, RMSE= 0.833, and MAE= 
0.625 were obtained. In the testing phase, R²= 0.9205, RMSE= 2.294, and MAE= 1.812. The GP, GB, 
and RF algorithms for future forecasts produced different results for the average air temperature between 
2022 and 2025. The GP method predicted the average temperature between -1.50 ºC and 25.112 ºC, 
while the GB algorithm predicted between 0.89 ºC and 24.0 ºC, and the RF algorithm predicted between 
1.74 °C and 24.59 ºC. As a result, the applied machine learning methods yielded successful results in 
monthly average air temperature predictions for Konya province. These findings show that machine 
learning techniques can effectively predict air temperature. 
 

5. Conclusion 

The findings of this study reveal the effectiveness of machine learning techniques such as GP, GB and 
RF in predicting monthly average air temperatures for Konya province. The comparison of the forecasts 
for the period 2018-2021 with the actual values and the future projections for the years 2022-2025 
revealed the reliability and accuracy of the models. The GP performed well with high R² values and low 
error metrics, while the GB and RF models produced effective results on complex data sets. The small 
differences in the future predictions of the models emphasize the importance of evaluating more than 
one method to improve prediction accuracy. The findings suggest that machine learning methods can 
provide useful insights in agriculture, energy planning, and public health. In future studies, some 
improvements can be made to increase the accuracy and generalizability of the forecast models. First, 
more comprehensive models can be developed by integrating air temperature and other meteorological 
parameters such as humidity, wind speed, and solar radiation into the forecasting process. Such 
multivariate approaches can provide higher accuracy, especially in agriculture, energy, and climate 
change scenarios. 

Furthermore, using datasets covering a wider range of dates can help improve the reliability of long-
term projections. Another recommendation is the use of hybrid modeling methods. Hybrid models that 
utilize the strengths of various algorithms can potentially reduce error rates. Instead of limiting this study 
to Konya province, it is important to apply it to other regions with different climatic conditions to test 
the generalizability of the models and provide solutions suitable for different geographical conditions. 
Finally, scenarios can be created that assess the applicable impacts of the predictions obtained on 
agricultural planning, energy demand management, and public health. Such studies will contribute to 
the scientific literature and policy development processes at local and national levels. 
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