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Abstract 

This study aims to analyze the effects of features and classifiers in detecting cardiovascular diseases (CVD), which remain the 

leading cause of morbidity and mortality worldwide. Early and accurate detection of CVD significantly affects treatment outcomes. 

Therefore, the proposed method aims to automatically detect cardiovascular diseases via artificial intelligence. In this research, the 

performances of artificial intelligence methods for the cardiovascular disease detection problem are analyzed. The dataset used in 

this study was sourced from the publicly available Kaggle platform. It used for performance analysis in the developed application 

includes the features of 70000 patients such as age, gender, height, weight, blood pressure, cholesterol, glucose, smoking and 

alcohol use. These features were classified with Gradient Boosting, XGBoost, SVM, Random Forest, Logistic Regression, 

Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM) methods and 

performance comparison was performed. In the experimental results, the highest accuracy rate of 72.55% was obtained using the 

Gradient Boosting method, demonstrating its superior performance in cardiovascular disease detection. In addition, it was observed 

that the classification performance decreased when the high blood pressure attribute was removed from the dataset, while the 

removal of other features did not significantly affect the performance. 

© 2023 DPU All rights reserved. 
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1. Introduction 

Artificial Intelligence (AI) is a set of algorithms that demonstrate human skills such as noticing, learning, 

classifying and generating new ideas with the help of a computer. AI algorithms attempt to imitate humans through 

deep learning and machine learning. With the rapid development of technology, AI applications have found 

widespread application in many areas of science, technology and medicine. The use of advanced computing power of 

AI in medicine has been going on for about 60 years [1]. Artificial intelligence-based systems in cardiovascular 

medicine; cardiovascular imaging has found new applications in cardiovascular risk prediction and treatment process.  

As a result of these applications, faster and objective diagnosis can be provided for different types of cardiovascular 

diseases [2]. 

Despite all the advances in medicine, cardiovascular diseases (CVD) remain the leading cause of morbidity and 

mortality worldwide. The main reasons for this are; Mistakes in life and nutrition styles, inadequacy of preventive 

treatments and delays in diagnosis due to the increasing number of people, poor quality of life due to socio-economic 

problems, physicians' inability to apply treatments in accordance with the guidelines, inadequate patient follow-up, 

and low patient-physician compliance. Cardiovascular diseases are common conditions that affect the heart and blood 

vessels. Acute coronary syndrome includes stroke, heart failure, coronary heart disease, cardiomyopathies, and 

peripheral vascular diseases [3]. It causes approximately 1/3 of deaths worldwide [4]. Despite advances in medical 

science, delays in diagnosis can cause negative effects on the treatment process. Accurate and early detection of CVD 

is critical to improving treatment outcomes and reducing mortality rates. Therefore, AI-supported diagnostic softwares 

are one of the important systems needed. 

Diabetes, dyslipidemia, obesity, hypertension, gender, low or lack of physical activity, alcohol and cigarette use, 

and body mass index are risk factors associated with cardiovascular diseases [5]. Dataset used in this study includes 

70,000 patient records with features such as age, gender, height, weight, blood pressure (high and low), cholesterol, 

glucose levels, smoking status, alcohol consumption, and physical activity which is available on the open access 

Kaggle website. These variables were chosen as they represent well-established cardiovascular risk factors frequently 

cited in medical literature. Their inclusion ensures a comprehensive analysis of both modifiable and non-modifiable 

risk factors, enabling the development of a robust and accurate cardiovascular disease detection system 

This is how the remaining part of the paper is organized. A overview of the recent, pertinent literature is provided 

in Section 2.  Section 3 provides a detailed explanation of the recommended strategy for detecting cardiovascular 

disease. Section 4 offers numerous appropriate examples to illustrate the application of the recently proposed 

methodology. Ultimately, Section 5 concludes the paper. 

2. Related work 

In the first studies for the use of AI in cardiovascular medicine, a mathematical model was defined for the diagnosis 

of congenital heart disease. Thus, although there were several limitations, congenital heart disease could be diagnosed 

with an accuracy comparable to that diagnosed by a physician [6], [7]. AI has also been used for personalized drug 

therapy, reducing the risk of side effects and enhancing treatment effectiveness. For instance, Li et al. utilized a 

backpropagation neural network to predict the warfarin maintenance dose for heart valve replacement patients [8].  

Moreover, deep learning-based artificial intelligence systems have potential breakthrough applications in drug 

discovery, personalized drug therapy, and precision medicine [8], [9].  

It can be extracted using AI and offer new ideas in the diagnosis and treatment of cardiovascular diseases. In another 

study; It was used to diagnose different heart diseases and characterize the New York Heart Association (NYHA) 

class, showing high accuracy rates in the analysis, which examined the results of more than 10,000 patients over a 

nearly 20-year period [10]. Using a database of a specific population, Kakadiaris et al. showed that a machine learning-

based method outperformed the American College of Cardiology (ACC) and American Heart Association (AHA) risk 

calculators in disease risk analysis, and that the AI application was better at predicting cardiovascular disease [11]. 
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Modifiable risk factors like dyslipidemia and diabetes significantly impact cardiovascular disease, with diabetes 

posing a two-to-fourfold increased risk of CVD due to elevated blood glucose levels [12], [13]. Recent studies also 

highlight the importance of features like BMI, cholesterol, and systolic blood pressure in predicting CVD risk using 

AI models [14]. 

Artificial intelligence is an operating system whose effectiveness is increasing in every computational situation to 

realize, learn and solve problems in every aspect of human life.  In this paper, we have tried to create an advancement 

of AI for the detection of cardiovascular diseases. In this way, we think that it can help find diseases faster and easier 

and lead to advances in their treatment.  

The point to note here is that artificial intelligence helps to create some correlations with complex computer 

engineering methods and generates results according to the sensitivity of the method taught to the device. These are 

knowledge generators to make things easier and use energy in different areas.  Therefore, it is important that studies 

using AI are thoroughly linked to the clinic.  Nevertheless, AI is a technology with innovative potential in 

healthcare. With the application of diagnostic tools such as cardiovascular disease detection, biochemical analysis and 

imaging, AI offers exciting innovations in the early diagnosis and treatment of many cardiovascular diseases [15] 

3. The proposed model 

In the proposed method, research has been carried out in two sub-sections: the effect of features on the disease 

detection system for cardiovascular disease detection and the effect of the classifiers used on the disease detection 

system. The flow diagram of the experiments carried out within the scope of this study is given in Figure 1. 

 

Fig. 1. Experimental flow diagram illustrating the steps for analyzing feature significance and classifier                                                   

performance in cardiovascular disease detection. 
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In the first subsection, the effect of features on the cardiovascular disease detection system is analyzed. In each 

experiment, one feature is removed and the classification is done with the remaining features and the relative effects 

of these features on the model performance are evaluated. The aim is to determine which features are more critical in 

disease detection. In order to observe the effect of the features on the disease, in the first step, classification was made 

with XGBoost using all the remaining features except one feature. The XGBoost method, which has become a popular 

algorithm due to its high success rate and consistent results in classification problems, was preferred in the feature 

removal process. Since the experiments carried out in this process are iterative, the computational efficiency and 

consistent performance of this method provide advantages and the effect of the removed features on the classification 

performances was analyzed. The second subsection focuses on comparing the performances of classifiers used for 

cardiovascular disease detection system. In the experiments where all features are used, the performance of different 

classifiers such as Gradient Boosting, XGBoost, SVM, Random Forest, Logistic Regression, CNN, RNN and LSTM 

is analyzed. The aim is to determine the classifier that achieves the highest accuracy rate and to highlight the 

advantages of different methods.  

4. Experimental results 

Comparative results of the experiments carried out for the cardiovascular disease detection problem within the 

scope of this study are given in this section. Python was used as the scripting language for the experiments conducted 

in this study. Scikit-learn library was used for classical machine classification methods such as Gradient Boosting, 

Support Vector Machines (SVM), Random Forest and Logistic Regression. TensorFlow and Keras libraries were used 

for Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN) and Long Short Term Memory 

(LSTM) networks. Matplotlib and Seaborn libraries were used for visualization of model results, while Pandas and 

NumPy libraries were used for data preprocessing and numerical calculations.  

In the experiments conducted for cardiovascular disease detection, the data set available on the open-access website 

Kaggle [16] was used. In this data set, a total of eleven features are given for 70000 patients, including age, gender, 

height, weight, high blood pressure, low blood pressure, cholesterol, glucose, smoking status, alcohol use status and 

active. The dataset underwent a series of preprocessing steps to ensure data integrity and model robustness. In order 

to improve the classification performance, some preprocessing was performed on the dataset. Missing and repetitive 

records were checked and removed from the dataset if detected. The age attribute expressed in days in the dataset was 

converted into years. Since height and weight attributes are not meaningful separately, body mass index (BMI) was 

calculated and BMI attribute was used by removing height and weight columns. Variables such as gender, cholesterol 

and glucose were categorized. Figure 2 shows the value ranges of each attribute used in this study. Since the dataset 

does not consist of two parts, train and test, in order to evaluate the performance, it was divided into training and test 

sets using train_test_split function with 80/20 ratio and 25% of the data was reserved for testing. 
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Fig. 2. Descriptive statistics of variables. 

Precision, recall, F1 and accuracy metrics were used to measure the performance of the methods used in the 

proposed method. Precision is the value that shows how many of the people labeled as patients are actually patient, 

and recall is the value that shows how many of the people who are actually patients are labeled as patients. 

Here, it is necessary to detect those who are not patient as well as those who are patient. Labeling someone who is 

not patient as patient can have bad consequences, especially in the case of cardiovascular disease, which is a serious 

disease. Therefore, there must be a proportion between precision and recall values, and in order for the method to be 

considered successful, one should not be too high and the other should not be low. F1 value is a value obtained using 

precision and recall values. Lastly, the accuracy metric used expresses the correct prediction rate in the results. The 

formulas of precision, recall, F1 and accuracy metrics are given in Equation 1, Equation 2, Equation 3 and Equation 

4, respectively. 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                                                                                   (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                                                                                             (2) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                                                                                                                                          (3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
                                                                                                                                      (4) 

The experiments carried out within the scope of this study can be discussed in two parts. In the first part, in order 

to observe the effect of the features on the disease, experiments were carried out by removing only one feature and 

using the remaining ten features and the XGBoost classifier. The performances of these experiments are given in Table 

1. 

Table 1. Identification results of the experiment which was carried out by removing one feature and using                           

the remaining features.  

Classifier Unused Feature Accuracy 

XGBoost 

 

- 71.94 

Age 71.46 

Height 72.06 

Weight 71.78 

High Blood Pressure 68.42 

Low Blood Pressure 71.89 

Gender 71.68 

Cholesterol 71.44 

Glucose 71.87 

Smoke 71.71 

Alcohol 71.74 

Active 71.67 

 

In order to determine the importance of the features in disease detection, experiments were conducted in which 

they were systematically extracted one by one and the results of these experiments are presented in Table 1. For 

example, the high blood pressure (ap_hi) feature was removed to examine its importance as it is a known critical factor 

in cardiovascular risk assessment. The experiment excluding this feature resulted in a decrease in the accuracy metric 

from 71.94% to 68.42%, indicating that this feature makes a significant contribution to classification performance.  

Other features, such as smoking and alcohol consumption, were also removed to assess their roles. In the 

experiments where these features were removed, the accuracy did not change much (71.71% and 71.74%) and 
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therefore had a relatively small impact. This suggests that these attributes contribute to cardiovascular risk, but have 

less impact on the prediction performance of the model than features such as blood pressure. 

This process supported the decision to keep all features in the model by revealing the differences in the importance 

levels of the features. Thus, a more comprehensive approach to cardiovascular disease prediction was provided while 

preserving the best performance of the model. 

In the second part of the experiments, the performances of different classification methods were compared using 

all the features. The performance results of the experiments performed using Gradient Boosting (GB), XGBoost, 

Support Vector Machines (SVM), Random Forest (RF), Logistic Regression (LR), Convolutional Neural Network 

(CNN), Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM) methods’s results are given in Table 

2 and Figure 3. 

Table 2. Identification results of the experiment which was carried different classifier. 

Method Precision Recall F1-Score Accuracy 

Gradient Boosting 72.75 72.44 72.41 72.55 

XGBoost 72.15 71.83 71.80 71.94 

SVM 72.72 72.12 72.04 72.27 

Random Forest 72.63 72.00 71.90 72.15 

Logistic Regression 72.08 71.57 71.49 71.71 

CNN 72.93 72.34 72.26 72.49 

RNN 72.41 72.28 72.28 72.35 

LSTM 72.64 72.43 72.43 72.52 

 

Fig. 3. Results of methods. 

When Table 2 and Figure 2 are examined, it is seen that the performances of the methods are quite close to each 

other. The Gradient Boosting method achieved the highest accuracy value. 
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5. Conclusions 

Experiments were carried out to observe the effect of features and classifiers on the disease detection system in the 

cardiovascular disease detection system. In order to observe the effect of the features used in the cardiovascular disease 

detection system, classification was made without using one feature in each experiment. In this study, systematic 

experiments were conducted in which each attribute was extracted individually to examine the effect of the attributes 

used on the classification performance. It was observed that clinically important attributes such as high blood pressure 

contributed significantly to the classification success rate. In particular, the removal of the high blood pressure feature 

resulted in a significant decrease in accuracy, indicating that this feature plays a critical role in classification. Other 

features such as cholesterol and glucose levels had a moderate effect, while variables such as smoking and alcohol 

consumption had a more limited effect on accuracy. This analysis clearly shows the relative importance of the features, 

indicating that not all variables contribute equally to the model performance. 

In the second part of the experiments, the performance of the classifiers was compared with the use of all features. 

The experimental results show that the performance of the classifiers is similar, but Gradient Boosting gives the best 

results. The success of Gradient Boosting is based on its ability to combine multiple weak learners (decision trees) 

into a powerful predictive model. This method optimizes performance by iteratively reducing the errors of previous 

models, resulting in higher accuracy at each step.[17]. 

In future studies, it is aimed to develop a more successful cardiovascular disease detection system by using more 

features to increase classification performance. 
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