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 ABSTRACT  

 

This study investigates the spatial distribution of individuals within a randomly distributed 

sample population and their interactions with an infectious disease. For this purpose, an Ising 

model enhanced with Voronoi tessellation is used to create a more realistic framework for 

modeling disease spread. The model simulates the process of spreading infectious disease by 

considering the interactions between individuals and their movement dynamics. The sample 

population in this study was created for simulation purposes only and is not based on actual 

demographic of epidemiological data. To assess the infectiousness in the model, the parameter 

J, defined as the transmission coefficient, is analyzed. 
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1 INTRODUCTION 

Epidemics are infections that disrupt the normal functioning of biological organisms and 

pose serious threats to public health. They are characterized by the rapid spread of pathogens 

among human populations and can affect large populations in a short time, placing a heavy 

burden on health systems [1]. Epidemics are complex biological and scientific processes that 

profoundly affect individual health and social, economic and political structures. Infections 
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caused by pathogens such as viruses, bacteria or parasites through their interactions with host 

organisms can spread through direct contact, airborne transmission, water or vectors [2]. 

Indeed, recent pandemics such as COVID-19 have dramatically demonstrated the speed and 

global impact of the spread of such pathogens [3]. 

Historically, epidemics have led to significant social, economic and political 

transformations. For example, the Black Plague in Europe in the 14th century caused the death 

of a large portion of the population and reshaped the social order [4]. Similarly, the Spanish flu 

pandemic of 1918 killed millions of people worldwide and created significant disruptions in the 

global economy after the pandemic [5]. More recent pandemics, such as the HIV/AIDS 

pandemic and the COVID-19 pandemic, have put immense pressure on global health systems, 

leading to widespread crises in both individual and public health [6], [7]. 

Understanding the dynamics of epidemic disease spread plays a crucial role in 

combating these diseases. Mathematical epidemiology, a sub-discipline of epidemiology, was 

developed to model how infectious diseases spread in populations [8]. Mathematical models 

are employed to predict disease spread within a population, changes in the number of infected 

individuals, and the effects of various intervention strategies. In this context, the first 

mathematical models created by Daniel Bernoulli in the 18th century to analyze the spread of 

smallpox have become foundational to modern epidemiology [9]. Bernoulli's work marks a 

significant advancement in strategies aimed at reducing mortality rates and understanding the 

effects of diseases on populations. Later, the SIR (Susceptible-Infectious-Recovered) model, 

developed by Kermack and McKendrick in 1927, emerged as a fundamental aspect of modern 

epidemiology and has been extensively used to study the dynamics of infectious diseases such 

as measles, mumps, and influenza [10]. The SIR model possesses a straightforward yet 

powerful structure that categorizes individuals as “susceptible,” “infectious,” and “recovered.” 

However, the SIR model is a homogeneous framework that overlooks the effects of spatial 

interactions and fails to fully capture the complex interactions among individuals [11]. To 

address these shortcomings, more detailed models have been formulated for diseases that 

exhibit specific incubation periods, such as the SEIR (Susceptible-Exposed-Infectious-

Recovered) model [12]. For example, the SEIR epidemic model has been utilized to explore 

the transmission dynamics of malaria by illustrating the dependence of mosquito populations 

on human populations and the impact of environmental factors on disease spread [13]. 

Similarly, the SEIR model has also been applied to investigate the transmission dynamics of 

dengue fever [14]. Although the SEIR model provides a more nuanced understanding of the 
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transmission dynamics of specific pathogens, its exclusion of spatial distribution and individual 

interactions remains a significant drawback. 

Due to their rapid and analytical solutions, classical epidemic models (SI, SIS, SIR, 

SEIR, etc.) are often preferred as practical tools for predicting the dynamics of general 

outbreaks. One of their primary advantages is the ease with which they allow for the calculation 

of fundamental epidemiological parameters, such as the basic reproduction number (𝑅₀). 

However, by assuming a homogeneous population and evaluating contact rates through a single 

parameter, these models face significant limitations in capturing the heterogeneous and 

irregular distribution of individuals observed in real-world conditions [15]. In particular, in 

scenarios where spatial heterogeneity and local interactions play a critical role, the forecasts 

provided by classical models can be lacking. Consequently, obtaining a more comprehensive 

understanding of how individual mobility and spatial interactions influence epidemic dynamics 

is crucial for modeling disease spread more realistically. This need has spurred the development 

of more complex and realistic models, while spatially oriented approaches have emerged as a 

growing area of research in epidemiological modeling in recent years [16]. In this context, the 

significance of various geometric methods designed to more accurately model spatial dynamics 

has steadily increased. Among these methods, Voronoi tessellation provides a way to represent 

individuals’ spatial proximity and interaction domains more realistically by geometrically 

identifying the nearest regions surrounding each point in a set [17]. Through this approach, cells 

are generated around each seed point to include the nearest points, thereby clearly delineating 

the boundaries of potential interactions among individuals [18]. Consequently, Voronoi 

tessellation, widely employed in fields such as computational geometry, neuronal distribution, 

and urban planning [19], [20], enhances epidemiological analyses by offering a more realistic 

depiction of spatial patterns and local contact relationships, thus addressing gaps in existing 

models. 

Meanwhile, the Ising model, introduced in the 1920s by German physicist Ernst Ising, 

was originally developed as a theoretical framework to explore the interactions among atoms 

or spins in crystal lattices [21], [22]. In this model, each atom or spin can exist in one of two 

possible states: up (plus 1) or down (minus 1), and the Hamiltonian (𝐻) function describes how 

the interactions between neighboring spins influence the system's total energy. 

𝐻 = −𝐽∑𝑆𝑖𝑆𝑗
𝑖,𝑗

− ℎ∑𝑆𝑖
𝑖

 (1) 
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In Equation (1), 𝑆𝑖 and 𝑆𝑗 represent neighboring spins, 𝐽 is the coupling constant, and ℎ 

denotes the external magnetic field. The Ising model has not only been used to explore the 

physical properties of magnetic materials but has also been successfully applied in a wide range 

of areas such as modeling interactions in social networks, analyzing protein-folding processes, 

and solving complex economic problems [23], [24], [25]. Thus, having evolved into a universal 

tool for studying social, biological, and physical systems, the Ising model emerges as a valuable 

method when a detailed examination of spatial relationships is required. 

In this regard, the combined use of Voronoi tessellation and the Ising model holds the 

potential to substantially enhance the general predictive capabilities offered by classical 

epidemiological models. While Voronoi tessellation provides a more realistic representation of 

individuals’ spatial positions, the Ising model can incorporate interaction strength (e.g., through 

the 𝐽 parameter) within this spatial framework, enabling a detailed analysis of local disease 

spread dynamics. By applying both approaches together, the effects of factors such as proximity 

and movement patterns among individuals within a community can be evaluated more 

comprehensively. Although implementing Voronoi and Ising models entails challenges such as 

high computational requirements and extended simulation times, their ability to deliver detailed 

spatial resolution offers advantages over classical models particularly for assessing the 

effectiveness of local intervention strategies and understanding spatial transmission patterns. 

Consequently, the integrated use of classical epidemic models, which allow for rapid 

and analytical forecasts, with Voronoi tessellation and the Ising model, which more realistically 

account for spatial and interaction dynamics, contributes to a more accurate and in-depth 

understanding of epidemic processes on both large and local scales. Furthermore, because the 

Ising model can be extended from regular grids to complex network topologies, it facilitates the 

study of structures that better mirror real social interaction networks. As a result, it enables more 

realistic modeling of how “infected” or “healthy” states are updated through interactions among 

neighboring individuals. 

In our study, we present an approach that integrates Voronoi tessellation with an 

adaptation of the classical Ising model to more realistically model the spread of an infectious 

disease within a sample population composed of heterogeneously and irregularly distributed 

individuals. By assigning random initial positions to these individuals, we aim to approximate 

real-world spatial heterogeneity as closely as possible, thereby overcoming the limitations 

imposed by the homogeneous mixing assumption. Moreover, the choice of a random 

distribution is motivated by the fact that real populations often do not exhibit a regular pattern 
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and instead possess spatially heterogeneous structures. Such a random distribution allows for 

observation of how interactions occur without relying on a fixed lattice or organized pattern, 

thus contributing to a more realistic representation of the spatial and interactional factors 

affecting disease transmission. In this framework, the spatial structure is defined through 

Voronoi tessellation, while interaction strength among individuals is governed by parameters 

derived from the Ising model. Within this comprehensive setup, we analyze local-level disease 

transmission dynamics via Monte Carlo simulations and the Metropolis algorithm, 

implementing computations in Python and visualizing the outcomes with Matplotlib. We then 

investigate how the 𝐽 parameter considered here as a measure of transmissibility affects contact 

intensity and, consequently, the rate of disease spread. Unlike previous studies that rely on 

homogeneous mixing or simplified grid assumptions, this approach aims to capture spatial 

interactions more accurately, thereby offering more reliable insights into the spread of infectious 

diseases. 

2 MATERIAL AND METHOD 

In this section, a detailed explanation is provided of the methodology that integrates the 

Ising model and Voronoi tessellation to model the dynamics of infectious disease spread within 

a randomly distributed sample population. Additionally, the methodological approach used to 

analyze how interactions among individuals and their rates of movement affect the transmission 

of infectious diseases in such a randomly distributed population is summarized, along with the 

relevant analyses and solutions. 

2.1 Formulation of the Model 

In this study, the portion of the Ising model’s Hamiltonian (𝐻) equation 

𝐻 = −𝐽∑𝑆𝑖𝑆𝑗
𝑖,𝑗

 (2) 

is employed. In the traditional model, the spin states of each site, originally denoted as −1 and 

+1, are adapted for epidemiological purposes to represent “infected” and “healthy” individuals, 

respectively. In this context, the parameter 𝑆𝑖 corresponds to infected regions, whereas 𝑆𝑗 

denotes healthy regions. The interaction constant (𝐽) in the model captures the “transmission” 

or “immunity” interactions arising from neighboring individuals sharing similar or different 

health statuses. To simplify the system’s energy scale and facilitate a broader interpretation of 

the results, 𝐽 = 1 is used in practice. 
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In our study, the spatial configuration of the model is generated via a Monte Carlo 

simulation and the Metropolis algorithm implemented in Python. The initial step of the Monte 

Carlo simulation involves a randomly selected configuration of the system. During the 

simulation, a new “trial” state is proposed at each step by altering the infected or healthy status 

of a single cell, and the corresponding energy change ∆𝐸 of the system is computed. According 

to the Metropolis algorithm, if ∆𝐸 ≤ 0, the new state is accepted; otherwise, if ∆𝐸 > 0, the 

probability of acceptance is given by 

𝑝 = min⁡(1, exp(−𝛽∆𝐸)) (3) 

Here, 𝑝 is defined based on the principle of detailed balance from the Boltzmann 

distribution, which ensures that the system converges to equilibrium. In the Python 

implementation, a random number 𝑟 in the interval [0,1] is generated for each trial step. If 𝑟 <

𝑝 the proposed change is accepted; otherwise, the system reverts to its previous state. 

Additionally, 𝛽 =
1

𝑘𝐵𝑇
 where 𝑘𝐵 is the Boltzmann constant and 𝑇 is the system’s temperature. 

In epidemiological terms, temperature (𝑇) can be interpreted as an indicator of protective 

measures or immunity levels. Higher temperatures correspond to a more random spread of 

infection (a disordered structure), while at lower temperatures, the presence of control measures 

leads to a more ordered structure (thereby reducing disease transmission). Within this 

framework, a specific critical temperature or parameter value may determine whether a small 

infected group will proliferate throughout the entire population. 

In the Monte Carlo method, each cell (originally a spin in the standard model) is selected 

at random, and a new configuration is tested by flipping its current state “infected” or “healthy.” 

One “Monte Carlo step” (MCS) typically consists of an update cycle in which every cell in the 

system is tested in sequence. As the simulation proceeds, the statistical behavior of the system 

is analyzed by monitoring changes in total energy, the average ratio of infected to healthy 

individuals, or other macroscopic observables. Convergence (or equilibrium) criteria are 

defined to determine whether the system has reached a stable or quasi-stable state; for instance, 

if no significant change in macroscopic quantities is observed over a certain number of MCS 

steps, this indicates that the system has attained equilibrium. Additionally, “warming up” 

(equilibration) steps are performed at the start of the simulation to eliminate transient effects 

arising from random initial states, ensuring that the Metropolis algorithm’s tendency to 

“minimize system energy” more realistically reflects the dynamics of disease spread or 

stabilization. Once equilibrium is reached, the resulting configurations are visualized spatially 
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using Voronoi diagrams. At this stage, each “core” center (either an infected or a healthy 

individual) serves as the basis for partitioning the space into regions closest to that center; 

regions corresponding to infected centers are shown in blue, whereas those corresponding to 

healthy centers are shown in red. This approach makes it possible to clearly examine the spatial 

distribution of the infection, along with any clustering or spreading tendencies, and to 

demonstrate how local interactions shape the macro-scale behavior of the model. 

Figure 1 presents the first Voronoi diagram generated by the Monte Carlo simulation 

and Metropolis algorithm based on Equation (2), illustrating the random distribution of infected 

and healthy regions as well as their mutual interactions: 

 

Figure 1. Initial state of the Voronoi diagram. 

 

Figure 2 presents the Voronoi diagram obtained after the first iteration, illustrating the 

redistribution of infected and healthy regions and the new spatial arrangement that emerges 

compared to the initial state: 
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Figure 2. Iteration 1 state of the Voronoi diagram. 

 

Figure 3 presents the diagram obtained at the end of the second iteration, where the final 

state of the model's spatial dynamics and the ultimate interactions between infected and healthy 

regions can be observed: 

 

Figure 3. Iteration 2 state of the Voronoi diagram. 
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2.2 Determination of the Number of Blue and Red Regions 

Table 1 presents a dataset showing the relationship between the number of blue and red 

regions and the system’s energy value (𝐻). In the initial state, the energy value was determined 

to be 16, with the number of blue regions observed as 48 and red regions as 42. In Iteration 1, 

the energy value dropped to -4, while the number of blue regions remained constant at 48, and 

the number of red regions decreased to 41. In Iteration 2, the energy value increased to 24, with 

the number of blue regions rising to 51, while the number of red regions decreased to 37. These 

data clearly illustrate how numerical changes in the regions throughout the iterations are related 

to energy. 

Table 1. Number of blue and red regions. 

 
Energy 

(𝑯) 

Number of 

Blue Regions 

Number of 

Red Regions 

Initial State 16 48 42 

Iteration 1 -4 48 41 

Iteration 2 24 51 37 

 

2.3 Histogram Analysis of the Polygon Areas of Voronoi Cells 

The Histogram analyses were conducted to examine the distribution of polygonal areas 

of the Voronoi cells obtained at each iteration for both infected (blue) and healthy (red) regions. 

In these analyses, the horizontal axis (x-axis) represents a specific range of polygon areas (i.e., 

the total number of cells within that range), while the vertical axis (y-axis) shows the number 

of polygons that fall within that range. Presented separately for the initial state, the first 

iteration, and the second iteration, these histograms enable visualization of the dynamics of 

disease spread or the preservation of healthy tissue; an increase in column height indicates a 

higher frequency of polygons within that area range. Consequently, both the spatial 

development of infected regions and the preservation level of healthy regions can be 

quantitatively and comparatively assessed over time. 
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Figure 4. Histogram of blue regions in the Initial state. 

 
Figure 5. Histogram of blue regions in Iteration 1. 

 

 
Figure 6. Histogram of blue regions in Iteration 2 . 
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In Figure 4, which depicts the initial state, the histogram shows that most infected 

regions cluster within small areas, while large-area infected regions are either very few or 

virtually absent. From an epidemiological standpoint, this distribution suggests an early or 

partial spread of the infection, with no substantial clustering yet. In Figure 5, presenting the 

histogram after the first iteration, small infected areas still predominate; however, there is also 

an observable increase in the frequency of larger infected areas. This trend indicates that some 

infected regions are merging or expanding to form larger clusters, thereby implying that the 

infection has begun to spread within the host tissue. Finally, in the second iteration histogram 

shown in Figure 6, a slight decrease or stabilization is noted in the number of small infected 

areas, whereas medium and large infected areas exhibit a moderate increase. This finding 

suggests that the infection continues to spread and consolidate over time, with the pathogen 

propagating further and the infected tissues merging into larger contiguous areas. 

 
Figure 7. Histogram of red regions in the Initial state. 

 
Figure 8. Histogram of red regions in Iteration 1. 
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Figure 9. Histogram of red regions in Iteration 2. 

In Figure 7, which depicts the initial state, the histogram indicates that healthy regions 

are primarily concentrated in small- to medium-sized areas and that a substantial portion of the 

tissue remains unaffected by infection. From an epidemiological standpoint, this early or partial 

phase suggests that a significant segment of the host tissue has not yet been impacted, and 

numerous small- or medium-scale healthy foci still exist. After the first iteration, as shown in 

Figure 8, a slight decrease or redistribution can be observed in the frequency of small healthy 

regions, yet large healthy areas remain prominent. This observation implies that although the 

infection has begun to spread, extensive portions of the host tissue continue to harbor healthy 

cells, and regions resistant or not yet exposed to the infection persist. Finally, the second 

iteration, presented in Figure 9, reveals a notable decrease or shift in the number of small- to 

medium-sized healthy regions, indicating that as the infection advances, healthy tissues recede 

to some extent and certain areas transition to infected regions. At this stage, the diminished or 

contracted presence of large-scale healthy areas reflects the ongoing interaction between 

pathogen spread and host defense mechanisms, suggesting that the disease has progressed 

further and is challenging the host’s capacity to maintain healthy tissue. 

2.4 Iteration for Different 𝑱 Values 

At this stage, the interaction constant, initially set to 𝐽 = 1, was varied to 𝐽 = 3 and 𝐽 =

−3, and analyses were performed for each of these values. In addition, the steps for determining 

the number of regions and visualizing cell areas are described in Section 2.2. and 2.3., were 

repeated for each new 𝐽 value. This approach aims to demonstrate the model’s behavior under 
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different interaction constants and to assess how these parameter changes influence the system’s 

dynamics. 

For 𝐽 = 3 

 

Figure 10. Voronoi diagram of the Initial state for 𝑱 = 𝟑. 
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Figure 11. Voronoi diagram of Iteration 1 for 𝑱 = 𝟑. 

 
Figure 12. Voronoi diagram of Iteration 2 for 𝑱 = 𝟑. 
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Table 2. Number of blue and red regions 𝑱 = 𝟑. 

 Energy (𝑯) 
Number of 

Blue Regions 

Number of 

Red Regions 

Initial Status 48 48 42 

Iteration 1 -12 48 41 

Iteration 2 72 51 37 

 

 
Figure 13. Histogram of blue regions in the Initial state for 𝑱 = 𝟑. 

 

 
Figure 14. Histogram of blue regions in Iteration 1 for 𝑱 = 𝟑. 
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Figure 15. Histogram of blue regions in Iteration 2 for 𝑱 = 𝟑. 

 

 
Figure 16. Histogram of red regions in the Initial state for 𝑱 = 𝟑. 

 

 
Figure 17. Histogram of red regions in Iteration 1 for   𝑱 = 𝟑. 
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Figure 18. Histogram of red regions in Iteration 2 for   𝑱 = 𝟑. 

 

The Voronoi diagrams (Figures 10, 11, and 12), along with Table 2 and the histograms 

(Figures 13–18) obtained from the system with 𝐽 = 3, offer both numerical and visual 

perspectives on infection spread and the preservation of healthy tissue. The results in Table 2, 

which detail the total energy (𝐻) calculated at each iteration as well as changes in the number 

of blue (infected) and red (healthy) regions, reflect the system’s statistical equilibrium and the 

intensity of interactions among tissues. Notably, the increase in the number of infected regions 

by the end of the second iteration suggests that, under 𝐽 = 3, the infection’s spread becomes 

more pronounced. The Voronoi diagrams provide a comparative view of the spatial distribution 

of infected (blue) and healthy (red) areas over time. While the initial state appears relatively 

homogeneous, subsequent iterations show infected areas expanding and merging, while healthy 

areas shrink into isolated “islands.” This spatial transformation indicates that a 𝐽 = 3 value 

supports stronger intercellular interactions and clustering of the infectious agent. Meanwhile, 

the histograms present the frequency distribution of blue and red regions by area size for each 

iteration, thereby numerically confirming the expansion of infected tissue and the contraction 

of healthy tissue. Over time, smaller infected regions merge to form medium and large clusters, 

whereas healthy regions become confined to increasingly smaller areas. These findings imply 

that infection propagation intensifies at 𝐽 = 3, while the capacity of healthy tissue to resist 

infection becomes more constrained. 

 

For 𝐽 = −3 
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Figure 19. Voronoi diagram of the Initial state for 𝑱 = −𝟑. 

 

Figure 20. Voronoi diagram of Iteration 1 for 𝑱 = −𝟑. 
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Table 3. Number of blue and red regions 𝑱 = −𝟑. 

 Energy (𝑯) 
Number of 

Blue Regions 

Number of 

Red Regions 

Initial Status -48 48 42 

Iteration 1 12 48 41 

 

 

Figure 21. Histogram of blue regions for 𝑱 = −𝟑 

 

 

Figure 22. Histogram of red regions for 𝑱 = −𝟑 

The Voronoi diagrams (Figure 19-20), Table 3, and histograms (Figure 21-22) obtained 

under 𝐽 = −3 illustrate changes in the model dynamics for infected (blue) and healthy (red) 

regions. The energy (𝐻) and region count values in Table 3 suggest that, under this negative 

coupling constant, the spread of infection is stabilized within certain limits, resulting in no 

marked shifts in the number of infected or healthy regions. The Voronoi diagrams support this 

observation from a spatial standpoint: compared to the initial state, only limited interaction is 
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observed, and there is no evident trend toward significant infection spread. Meanwhile, the 

histograms indicate that both infected and healthy regions predominantly remain in small and 

medium sized areas, quantitatively confirming the lack of tendencies such as the merging of 

infected regions into larger clusters or a rapid contraction of healthy areas. Only a single 

iteration is presented for 𝐽 = −3 because, under this negative coupling condition, the system 

reaches a relatively stable distribution at an early stage. 

3 RESULTS AND DISCUSSION 

In this section, the effects of different values of 𝐽 on the number of blue (infected) and 

red (healthy) regions are evaluated in detail from the initial stage through each iteration. The 

findings indicate that 𝐽 plays a decisive role in disease spread dynamics and that varying 

transmission coefficients significantly influence the distribution of healthy and infected regions. 

Positive 𝐽 ( 𝐽  =  1 or 𝐽  =  3) replicates ferromagnetic interactions, promoting alignment among 

neighboring cells in similar states, which in turn leads to the merging and expansion of infected 

regions. 

 

Figure 23. Change in the number of blue regions according to 𝑱⁡values (Initial state and 

Iterations) 

This outcome may reflect conditions such as high contact rates, insufficient vaccination, 

or inadequate preventive measures within the population. By contrast, negative 𝐽 (𝐽 = −3) 

represents antiferromagnetic interactions, facilitating the coexistence of neighboring cells in 

different states; under such circumstances, the presence of interventions like vaccination and 

social distancing can limit disease transmission and enable early stabilization. 
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Figure 24. Change in the number of red regions according to 𝑱⁡values (Initial state and 

Iterations). 

The numerical data confirm that infection progresses more rapidly under positive 𝐽 

values, whereas it is suppressed under negative 𝐽 values. Consequently, this model provides a 

comprehensive framework that can aid in optimizing disease control strategies when spatial 

distribution and inter-individual interactions are considered in conjunction with 

epidemiological measures (e.g., vaccination and social distancing). 

4 CONCLUSION AND SUGGESTIONS 

This study introduces a novel approach that integrates Voronoi tessellation with the Ising 

model to investigate the spatial interactions and mobility among individuals in a randomly 

distributed sample population. Simulations performed under different transmission coefficients 

(𝑱 values) clearly demonstrate that the dynamics of disease spread are strongly influenced by 

both the magnitude and the sign of 𝑱. Notably, positive 𝑱 values, which can be associated with 

high contact rates, low vaccination levels, and inadequate preventive measures, lead to faster 

and more widespread disease transmission. In contrast, negative 𝑱 values simulating effective 

vaccination, social distancing, and robust interventions suppress transmission and help preserve 

healthy regions. 

By offering a more realistic representation of spatial heterogeneity and local 

interactions, this model addresses a critical gap in conventional epidemiological approaches 

that rely on homogeneous mixing assumptions. The findings indicate that altering 𝑱 values 

through increased vaccination, the implementation of social distancing, or the adoption of other 
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protective measures can significantly affect the trajectory of an outbreak. Consequently, this 

framework enables a comprehensive assessment of both local infection cluster dynamics and 

the broader impacts of interventions, thus facilitating the development of more targeted public 

health strategies. 
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