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Software quality indicates how effective and efficient a software is. Various standards need to be used to 
evaluate software quality. One of the most important internationally accepted standards for measuring 
software quality is the ISO/IEC 25010 software quality standard. With this standard, the quality of a software 
product is evaluated with eight different metrics. These are functional suitability, performance, compatibility, 
usability, reliability, security, maintainability and portability metrics. In this study, we tried to determine the 
relationship between user feedback and the metrics of the ISO/IEC 25010 software quality standard. Machine 
learning (ML) and natural language processing (NLP) techniques were used to classify user comments. After the 
data preprocessing phase, vectors of user comments were extracted with the Tf-Idf method for NLP. As a 
machine learning method, classification was made using five different models: Extra Trees Classifier (ETC), 
Gaussian Process Classifier (GPC), MLP Classifier (MLPC), Bernoulli Naive Bayes Classifier (BNBC) and Support 
Vector Classifier (SVC). Our goal is to show how quality metrics can be classified into multiple classes using user 
notifications. The data set used has an unbalanced structure, containing 1681 user comments classified by 
software experts. Synthetic Minority Oversampling Technique (SMOTE) was used to address the imbalance in 
the dataset. The results were compared by applying the same classification models to unbalanced and balanced 
data sets. According to the results obtained, the best classification model is the Extra Trees Classifier model, 
which provides the highest accuracy rate of 87% according to the SMOTE applied data set. The results show that 
ML and NLP methods can be used effectively in the classification process of software quality metrics. 

Keywords: Machine learning, Natural language processing, ISO/IEC 25010, Smote, Multiclass classification  

ISO/IEC 25010 Yazılım Kalite Metriklerinin Kullanıcı Geri 
Bildirimlerini Kullanarak Çok Sınıflı Sınıflandırılması 

ÖZ 
Yazılım kalitesi, bir yazılımın ne kadar etkili ve verimli olduğunu gösterir. Yazılım kalitesini değerlendirmek için 
çeşitli standartların kullanılması gerekmektedir. Yazılım kalitesini ölçmek için uluslararası alanda kabul görmüş 
en önemli standartlardan biri, ISO/IEC 25010 yazılım kalite standardıdır. Bu standart ile bir yazılım ürününün 
kalitesi sekiz farklı metrik ile değerlendirilmektedir. Bunlar fonksiyonel uygunluk, performans, uyumluluk, 
kullanılabilirlik, güvenilirlik, güvenlik, bakım kolaylığı ve taşınabilirlik metrikleridir. Bu çalışmada kullanıcı geri 
bildirimleri ile, ISO/IEC 25010 yazılım kalite standardının metrikleri arasındaki ilişki tespit edilmeye çalışılmıştır. 
Kullanıcı yorumlarının sınıflandırılmasında Makine öğrenmesi (ML) ve doğal dil işleme (NLP) teknikleri 
kullanılmıştır. Veri önişleme aşamasından sonra NLP için Tf-Idf yöntemi ile kullanıcı yorumlarının vektörleri 
çıkarılmıştır. Makine öğrenmesi yöntemi olarak Ekstra Ağaçlar Sınıflandırıcısı (ETC), Gauss Süreç Sınıflandırıcısı 
(GPC), MLP Sınıflandırıcısı (MLPC), Bernoulli Naive Bayes Sınıflandırıcısı (BNBC) ve Destek Vektör Sınıflandırıcısı 
(SVC) olmak üzere beş farklı model kullanılarak sınıflandırma yapılmıştır. Amacımız, kalite metriklerinin kullanıcı 
bildirimlerini kullanarak çok sınıflı nasıl sınıflandırılabileceğini göstermektir. Kullanılan veri seti yazılım uzmanları 
tarafından sınıflandırılmış 1681 kullanıcı yorumu içeren dengesiz bir yapıya sahiptir. Veri setindeki dengesizliği 
gidermek için Sentetik Azınlık Aşırı Örnekleme Tekniği (SMOTE) kullanılmıştır. Dengesiz ve dengeli veri setlerine 
aynı sınıflandırma modelleri uygulanarak sonuçlar karşılaştırılmıştır. Elde edilen sonuçlara göre, en iyi 
sınıflandırma modeli SMOTE uygulanan veri setine göre %87 ile en yüksek doğruluk oranını sağlayan Ekstra 
Ağaçlar Sınıflandırıcısı modelidir. Sonuçlar, ML ve NLP yöntemlerinin yazılım kalite metriklerinin sınıflandırma 
sürecinde etkin bir şekilde kullanılabileceğini göstermektedir. 
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Introduction 

Software quality is an important factor in all stages of 
the development process. Quality orientated approaches 
in requirements specification and design phases, early 
detection of errors and reduces costs [1]. Since improving 
the quality of software will directly affect both user 
satisfaction and the success of the business, software 
developers and companies need some methods to 
objectively measure the quality of their products[2]. 
ISO/IEC 25010 is an internationally recognized standard 
for assessing software quality. It consists of two main 
models: software product quality and quality of use [3]. 
Standardized, online health portals, mobile has been 
applied to evaluate various systems, including 
applications and e-commerce Web sites [4], [5], [6]. The 
standard includes eight metrics that describe different 
aspects of software: functional suitability, performance, 
compatibility, usability, reliability, security, 
maintainability and portability. Each of these features 
evaluates a specific aspect of the software [7]. The 
usability metric measures how easily a software can be 
learned and used by users, while the security metric 
examines how well the software defends against 
unauthorized access. The main reasons for the 
widespread use of these metrics are that they 
comprehensively evaluate many aspects of software and 
offer a different perspective. Research shows that 
sustainability, performance efficiency and usability are 
the most frequently evaluated quality metrics [8].  

The use of user comments in the evaluation of 
software quality is becoming increasingly important. User 
experiences are becoming more important as they consist 
of real-time data. Research shows that analyzing user 
feedback can provide valuable insights into application 
quality and guide development [9]. The importance of 
user preferences in mobile application selection has 
increased; factors such as language, price, performance 
and user feedback have become important criteria. [10]. 
However, By revealing hidden elements in the comments 
associated with the ISO/IEC 25010 standard, valuable 
information about various aspects of the software, such 
as functionality or security, can be obtained [11].  These 
findings suggest that user feedback plays a very important 
role in improving software quality. Automated classifiers 
can help classify user statements according to ISO/IEC 
25010 quality metrics, reducing manual effort in 
requirements elicitation [12]. Therefore, natural language 
processing and machine learning techniques can be an 
effective tool for software quality assessment by playing 
an important role in analyzing user comments [13].  

The following research questions are addressed in this 
article. 

R.Q.1: Which machine learning algorithm provides the 
highest accuracy in classifying ISO/IEC 25010 software 
quality metrics based on user feedback? 

R.Q.2: How does the SMOTE method applied to 
unbalanced data sets affect the performance of classifiers 

in the classification of ISO/IEC 25010 software quality 
metrics? 

R.Q.3: How does the classification of quality metrics 
with user comments contribute to the software quality 
assessment process? 

The paper is designed as follows: firstly, the 
importance of software quality and the role of the ISO/IEC 
25010 standard in software quality assessment are 
discussed. Then, similar studies in the literature are 
summarized and in the methodology section, the 
processing of the dataset, imbalance removal with SMOTE 
and the machine learning algorithms used are discussed in 
detail. In the findings section, the classification 
performance of each algorithm is compared. In the 
Discussion section, the contribution of the findings to 
software quality assessment processes is evaluated. In the 
last part, the conclusions obtained from the study and 
future studies are emphasized. 

Literature Review 

Haoues et al. [14] In their study, they classified 
mHealth app reviews according to ISO/IEC 25010 features 
and sensitivity polarity and achieved a high accuracy rate. 
Similarly Zahra and Kraugusteeliana [15] In their study, 
they analyzed the performance of a digital banking 
application by defining security as a critical feature and 
using ISO/IEC 25010. Şenkal et al. [16] They analyzed the 
DevOps pipeline from the perspective of ISO/IEC 25010 
and identified gaps in the quality framework. Yetiş and 
Das [17]  focused on software product metrics, describing 
source code and class-based metrics and demonstrating 
their implementation through a Java-based library.  

Tuna [18] In his study, he investigated the classification 
of emotions in mobile app customer feedback using 
machine learning methods and emphasized the potential 
of voluntary online feedback as a tool for accurately 
understanding customers. Ramadhan and Hartomo [19] In 
their study, they evaluated the quality of a disaster 
information system website using the WebQual 4.0 
method, which assesses usability, information quality, 
interaction quality and user satisfaction. Their findings 
emphasize the importance of improving information 
quality to increase user satisfaction. Onaran and Gençtürk 
[20] When they evaluated the service quality of mobile
municipality applications in the context of e-government,
they found that while ease of use was appreciated,
reliability and other dimensions were perceived
negatively.

Yalçın and Yağlı [21] In their study, they developed a 
hierarchical quality model based on ISO/IEC 25010 quality 
model and evaluated the website quality of technology 
stores with this model. The study proposes a new quality 
assessment model for website evaluation and provides 
guidance for technology stores to design better quality 
websites for their users. Keibach and Shayesteh [22] In 
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their study, they examined the capabilities and limitations 
of software tools for climate adaptation in landscape 
design. This assessment, based on the ISO/IEC 25010 
framework, focussed on quality attributes of software 
such as functionality, reliability, performance efficiency, 
usability, compatibility and information quality. 

Majumdar et al. [23] developed a framework for 
classifying code comments as useful, partially useful or 
not useful for software maintenance. Yahya et al. [24] 
proposed a hybrid deep learning model to detect and 
classify non-functional requirements in mobile application 
reviews. Khan et al. [25] By analysing user feedback from 
low-scoring applications to identify common problems, 
they compared various ML and deep learning (DL) 
algorithms to classify these problems. Botchway et al. [26] 
They used the Analytic Hierarchy Process to evaluate 
software quality attributes and found that the most 
important ones are maintainability, security and 
testability. 

These studies demonstrate the value of user feedback 
in improving software quality and highlight the 
effectiveness of ML techniques in analysing user 
comments for software quality assessment. 

Methodology 

This section describes the methodology used in the 
study. Within the scope of the study, a series of data 
processing steps and various machine learning algorithms 
were applied to classify user feedback according to 
ISO/IEC 25010 software quality metrics. After the data 
were first cleaned and normalised, the class imbalance 
was removed using the SMOTE method and then the 
results were evaluated using five different classifiers. 
Model evaluations were made using performance metrics 
such as accuracy, precision, recall and f1-score. Figure 1 
shows the flowchart. 

Figure 1. Process flow chart 

 Data Set 
Haoues et al. [14] The data set created by, consists of 

user feedbacks, emotions and quality metrics columns. 
Feedbacks are categorized into three categories: positive, 
negative and neutral.  The dataset contains feedbacks of 

1681 users. In addition, these feedbacks were associated 
with quality metrics within the framework of the ISO/IEC 
25010 software quality model. An example of the data set 
is shown in Table 1. In addition, Figure 2 shows the class 
distribution of quality metrics.

Table 1. An example from the data set 
Body Sentiment Quality 

The women's health portion isn't ac… negative Functional Suitability 
I loved this app because it worked with other … positive Compatibility 

Trying to connect after buying an galaxy ac… negative Performance 
Really good app and easy to use. positive Usability 

Can't get past the login page - just get an… negative Security 

Figure 2. Class distribution of quality metrics 
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Processing of Comments 
The feedbacks to be used for analysis should be 

subjected to a series of pre-processing. In this study, the 
following were performed as data cleaning and 
organisation steps. 

• Unicode normalisation check was performed.
• URLs in the texts were detected and removed with

regular expressions regex.
• Emojis have been removed.
• All texts have been converted to lower case.
• The words in the texts have been reduced to

roots.
• Stop words have been removed.
• Numeric characters and punctuation marks have

been removed and only alphabetic characters
have been retained.

Synthetic Data Generation 
SMOTE is a popular method to address class imbalance 

in ML [27]. Generates synthetic samples for the minority 
class by linear interpolation between existing samples and 
their nearest neighbours [28]. When the class 
distributions of the data are analysed, it is observed that 
there is a significant class imbalance in the "Quality" 
categories. This imbalance may cause classes to be 
underrepresented by the model and especially minority 
classes to have difficulty in the learning process. Especially 
"Functional Suitability" (589) and "Usability" (496) classes 
have large sample groups, while some classes such as 
"Portability" (6) and "Reliability" (32) are represented by 
very few samples. This may lead to the model not being 
able to learn small classes sufficiently and the prediction 
performance for these classes may decrease. [29]. 

In order to reduce the negative effects of such class 
imbalances and to enable the model to learn small classes 
more effectively, the SMOTE method was applied. [30]. In 
the "Quality" category, a balanced distribution was 
achieved with 460 samples for each class. In addition to 
the classes such as "Functional Suitability" and "Usability" 
which initially had large sample groups, small classes such 
as "Portability" and "Reliability" were also equalized with 
460 samples. This balance ensured that all quality 
attributes were learnt by the model with equal weight and 
eliminated the under-representation problems of small 
classes. 

Classification Models 
In this study, five different classification algorithms 

were used to classify user comments according to ISO/IEC 
25010 software quality metrics. 

Extra Trees Classifier (ETC) 
ETC is a method that combines predictions by 

combining multiple decision trees [31]. This approach 
reduces overfitting while improving generalization [32]. 
The algorithm does not spend much time finding the best 
split, which makes it faster [33]. Random selection of splits 
is a feature that speeds up the training process [34]. This 
classification algorithm aims to improve prediction 
accuracy and control overfitting by applying a series of 
randomized decision tree techniques to subsamples of the 
dataset [35]. 

Gaussian Process Classifier (GPC) 
GPC is a supervised ML method for solving regression 

and probabilistic classification problems [36]. Supports 
multi-class classification [37]. It does this by training and 
predicting each class against the others. Uses the one class 
versus all other classes approach when performing the 
classification process [38].  

MLP Classifier (MLPC) 
This model is known as a multilayer perceptron 

classifier and uses the stochastic gradient descent method 
to optimize the log-loss function [39]. MLPC is an artificial 
neural network model and supports multi-class 
classification. 

Bernoulli Naive Bayes Classifier (BNBC) 
BNBC supports multi-class classification. It performs 

probability calculations for each class and predicts the 
class with the highest probability. Particularly suitable for 
datasets containing binary (0/1) features, but can also 
work with multi-class datasets [40]. 

Support Vector Classifier (SVC) 
SVC is a support vector machines (SVM) algorithm and can 
work with multi-class datasets. Builds and predicts 
separate models for each class using the "one-vs-one" 
strategy for multi-class datasets [41]. 

Results 

In this study, several machine learning algorithms are 
applied for multi-class classification of ISO/IEC 25010 
software quality metrics using user feedback. Metrics 
such as precision, recall and f1-score were used to 
evaluate the classification performances and the 
weighted average results for each algorithm were 
compared. 

Pre-Smote Classification Results 
In this section, the classification results obtained with 

the dataset consisting of raw data before data balancing 
with SMOTE are presented in detail. Table 2 presents the 
classification results of the different classification 
algorithms used. 
 

Table 2. Weighted average comparison table calculated before smote 
Algoritm Precision Recall F1 Score Accuracy 

GPC 0.80 0.73 0.70 0.7329 
MLPC 0.79 0.80 0.79 0.7982 
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ETC 0.87 0.86 0.85 0.8575 
BNBC 0.61 0.58 0.52 0.5786 

SVC 0.85 0.80 0.78 0.7982 

     A comparative evaluation of the five algorithms used is 
presented below: 

GPC: This algorithm performed poorly compared to 
the other models with 73% recall and 70% f1-score. 
Although the precision is 80%, the relatively low recall 
value indicates imbalances in some classes. 

MLPC: It gave very balanced results with 79% 
precision, 80% recall and 79% f1-score. This model can be 
preferred because it provides a balanced distribution 
between classes and shows successful results in terms of 
overall performance. 

ETC: It is the highest performing model with 87% 
precision, 86% recall and 85% f1-score. Especially 
considering the precision and recall values, this model 
provided the best result in terms of both accuracy and 
overall classification success. 

BNBC: This algorithm showed the lowest performance 
compared to the others (61% precision, 58% recall, 52% 
f1-score). The lack of sufficient data in some classes and 
the poor discrimination power of the model between 
classes led to low results. 

SVC: provided a balanced result with 85% precision, 
80% recall and 78% f1-score. This model, which has a 
particularly high precision value, gave satisfactory results 
in terms of overall accuracy, but imbalances were 
observed in some classes.  According to the results, the 
ETC algorithm showed the highest success with an 
accuracy of 85.75%. This model provided the best 
performance despite the data imbalance. It is followed by 

MLPC and SVC with an accuracy of 79.82%. Although these 
two models provide a reasonable balance between the 
classes, they resulted in less accuracy. The GPC algorithm 
performed slightly lower with an accuracy of 73.29%. Data 
imbalance may be one of the factors affecting the 
performance of this model. The model with the lowest 
accuracy was BNBC with 57.86%. This model may not be a 
suitable choice for this type of multi-class dataset, as it 
performs poorly especially in data imbalances. 

Considering all the results, the ETC algorithm showed 
the highest performance in the classification of ISO/IEC 
25010 quality metrics based on user feedback. This model 
has achieved the most successful results in extracting 
quality metrics from user feedback, especially due to its 
balanced precision and recall ratios. Among the other 
models, MLPC and SVC also gave remarkable results, but 
the low recall rates for some classes reveal the limitations 
of these models. As a result, the ETC algorithm stands out 
as the most successful model. 

Post-Smote Classification Results 
In this section, the success rates of the classification 

models obtained with the data generated by eliminating 
the imbalance of the data set are presented. It is an 
expected result that the classification success increases as 
a result of the balanced data set in multi-class 
classification. The obtained classification results are given 
in Table 3. 

Table 3. Weighted average comparison table calculated after smote 
Algoritm Precision Recall F1 Score Accuracy 

GPC 0.87 0.86 0.86 0.8605 
MLPC 0.81 0.81 0.81 0.8100 
ETC 0.87 0.87 0.87 0.8694 

BNBC 0.74 0.72 0.72 0.7210 
SVC 0.85 0.80 0.79 0.8011 

The GPC and BNBC models showed the largest 
increase in accuracy after SMOTE. This shows that these 
models were significantly affected by the data imbalance 
and SMOTE application eliminated this effect. ETC slightly 
improves its performance after SMOTE and stands out as 

the most stable model with an accuracy of 87%. Other 
models (MLPC and SVC) showed a more limited 
improvement. Figure 3,4,5,6,7 shows the confusion matrix 
plots of the classifiers. 
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Figure 3. Confusion matrix of the GPC 

Figure 4. Confusion matrix of the MLPC 

Figure 5. Confusion matrix of the ETC 
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Figure 6. Confusion matrix of the BNBC 

Figure 7. Confusion matrix of the SVC 

Discussion 

This study can be an important guide for future 
research by contributing to the determination of the most 
appropriate algorithm for software quality classification 
problems. The findings obtained within the scope of the 
study reveal that user comments can be successfully 
classified within the framework of the ISO/IEC 25010 
software quality model and that this classification is 
useful. The high accuracy rates of algorithms such as ETC 
and GPC show that quality metrics can be successfully 
extracted from user comments. These findings reinforce 
the relationship between ISO/IEC 25010 standards and 
user feedback and allow software quality to be evaluated 
based on user experiences. However, it has been 
observed that some metrics are more difficult to extract 
from user feedback, creating a limitation that can be 
addressed with further research. 

The performance of algorithms varies depending on 
the dataset used and the characteristics of the algorithm. 
For example, the low accuracy rate of the BNBC algorithm 
emphasizes that more advanced algorithms should be 

preferred in such text classification problems. In the 
future, it may be useful to extend the method and use 
different algorithms to work with more complex data sets 
and metrics. 

Conclusion 

In this study, five different machine learning 
algorithms were used to classify feedback from users 
according to ISO/IEC 25010 software quality metrics. GPC, 
MLPC, ETC, BNBC and SVC algorithms have been tested. 
According to the results, after applying the smote, ETC 
provided the highest accuracy rate of 87%. While GPC 
offered a close accuracy rate of 86.05%, the BNBC 
algorithm showed the lowest performance with 72.10%. 
These findings show that ETC and GPC algorithms, in 
particular, have a strong potential for making meaningful 
inferences about quality metrics from user comments. On 
the other hand, MLPC, which gives lower accuracy rates of 
81%, and SVC algorithms, which give lower accuracy rates 
of 80.11%, were also evaluated, but did not show superior 
performance. As a result, this study emphasized the effect 
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of different algorithms on software quality classification 
and revealed that ETC is a model that can be 
recommended for such classification problems. Future 
studies can investigate ways to improve the performance 
of these algorithms by testing them on larger data sets. 
Additionally, it appears that some ISO/IEC 25010 metrics 
are quite difficult to extract based on user comments. 
Therefore, the relationships between user comments and 
metrics should be further investigated. More studies 
should be conducted on extracting valuable comments 
from user comments and different dimensions of 
evaluation in comments. 
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