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aInstitute of Natural Sciences, Karadeniz Technical University, Turkey
bDepartment of Mathematics, Karadeniz Technical University, Turkey

*Corresponding author E-mail: zameddin.ismailov@gmail.com

Article Info

Keywords: Boundedly solvable opera-
tor, Degenerate differential-operator ex-
pression, Spectrum
2010 AMS: 47A20,47B38
Received: 31 January 2018
Accepted: 23 February 2018
Available online: 11 March 2018

Abstract

Using the methods of operator theory all boundedly solvable extensions of the minimal
operator generated by degenerated type differential-operator expression in the weighted
Hilbert space of vector-functions in finite interval in terms of boundary conditions are
described. Later on, the structure of spectrum of these type extensions will be investigated.

1. Introduction

The general information on the degenerate differential equations in Banach spaces can be found in book of A. Favini and A. Yagi [1]. The
fundamental interest to such equations are motivated by applications in different fields of life sciences.
Recall that an operator

A : D(A)⊂ H→ H (1.1)

in a Hilbert space H is called boundedly solvable, if A is one-to-one

AD(A) = H and A−1 ∈ L(H). (1.2)

In this work using the methods of operator theory, all boundedly solvable extensions of minimal operator generated by linear degenerate type
differential-operator expression in the weighted Hilbert space of vector-functions in finite interval in terms of boundary conditions have been
defined (see Sec.2). In Section 3 the geometry of spectrum set of these type extensions has been investigated.

Let H be a separable Hilbert space and α : (0,1)→ (0,∞), α ∈C(0,1) and
1∫
0

dt
α(t)

< ∞. In the weighted Hilbert space L2
α (H,(0,1)) of H−

valued vector-functions defined at the interval (0,1) consider the following degenerate type differential expression with operator coefficient
for first order in a form

l(u) = (αu)′(t)+A(t)u(t), (1.3)

where:
(1) operator-function A( . ) : (0,1)→ L(H) is continuous on the uniform operator topology;

(2)
‖A(t)‖
α(t)

∈ L1(0,1).

By the standard way the minimal L0 and maximal L operators corresponding differential expression l( . ) in L2
α (H,(0,1)) can be defined [3].

In this case KerL0 = {0} and Im(L0) 6= L2
α (H,(0,1)) (see Sec.3).

In this work, firstly all boundedly solvable extensions of the minimal operator generated by first order linear degenerate type differential-
operator expression in the weighted Hilbert space of vector-functions in (0,1) in terms of boundary conditions are described. Later on, the
structure of spectrum of these type extensions will be investigated.
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2. Description of boundedly solvable extensions

In this section using the Vishik’s methods all boundedly solvable extensions of the minimal operator generated by linear degenerate type
differential-operator expression l( . ) in weighted Hilbert space L2

α (H,(0,1)) are represented.
Before of all note that using the knowing standard way the minimal M0 and the maximal M operators generated by differential expression

m(v) = (αv)′(t) (2.1)

in Hilbert space L2
α (H,(0,1)) can be defined [3].

Later on, by U(t,s), t,s ∈ [0,1) will be defined the family of evolution operators corresponding to the homogeneous differential-operator
equation

α(t)
∂

∂ t
U(t,s) f +A(t)U(t,s) f = 0, t,s ∈ (0,1) (2.2)

with boundary condition

U(s,s) f = f , f ∈ H. (2.3)

The operator U(t,s), t,s ∈ (0,1) is linear continuous and boundedly solvable in H. And also for any t,s ∈ (0,1) there is the following
equation:

U−1(t,s) =U(s, t) (2.4)

(for detail analysis see [2]).
If introduce the following operator

Uz(t) =U(t,0)z(t),

U : L2
α (H,(0,1))→ L2

α (H,(0,1)),

then it is easily to check that

l(Uz) = (αUz)′ (t)+A(t)Uz(t)

=U(αz)′(t)+U ′t (αz)(t)+A(t)Uz(t)

=U(αz)′(t)+
[
α(t)U ′t z(t)+A(t)Uz(t)

]
=U(αz)′(t)

=Um(z).

Therefore it can be obtained

U−1l(Uz) = m(z). (2.5)

Hence it is clear that if L̃ is some extension of the minimal operator L0, that is, L0 ⊂ L̃ ⊂ L, then U−1L0U = M0, M0 ⊂U−1L̃U = M̃ ⊂
M, U−1LU = M.
Now we prove the following assertion.

Theorem 2.1. KerL0 = {0} and Im(L0) 6= L2
α (H,(0,1)).

Proof. Consider the following boundary value problem in L2
α (H,(0,1))

(αu)′(t)+A(t)u(t) = 0, t ∈ (0,1),

(αu)(0) = (αu)(1) = 0. (2.6)

Then the general solution of above differential equation is in form

(αu)(t) = exp

− t∫
0

A(s)
α(s)

ds

 f0, f0 ∈ H. (2.7)

From (2.7) and boundary condition (2.6) we have following equation

u(t) = 0, t ∈ (0,1). (2.8)

Consequently, following equality Ker(L0) = {0} hold.
On the other hand it is clear that the general solution of following differential equation in L2

α (H,(0,1))

−(αv)′(t)+A∗(t)v(t) = 0 (2.9)

in form

v(t) =
1

α(t)
exp

 t∫
0

A∗(s)
α(s)

ds

g, g ∈ H. (2.10)
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This means that

dimKerL∗0 = ∞. (2.11)

So the following inequality is realized

Im(L0) 6= L2
α (H,(0,1)). (2.12)

Theorem 2.2. Each solvable extension L̃ of the minimal operator L0 in L2
α (H,(0,1)) is generated by the differential-operator expression

l( . ) with boundary condition

(B+E)(αU−1u)(0) = B(αU−1u)(1), (2.13)

where B ∈ L(H), E is a identity operator in H. The operator B is determined uniquely by the extension L̃, i.e L̃ = LB.
On the contrary, the restriction of the maximal operator L to the manifold of vector-functions satisfy the above boundary condition for some
bounded operator B ∈ L(H) is a boundedly solvable extension of the minimal operator L0 in L2

α (H,(0,1)).

Proof. Firstly, all boundedly solvable extensions M̃ of the minimal operator L0 in L2
α (H,(0,1)) in terms of boundary conditions will be

described.
Consider the following so-called Cauchy extension Mc,

Mcu = (αu)′(t),

Mc : D(Mc)⊂ L2
α (H,(0,1))→ L2

α (H,(0,1)),

D(Mc) = {u ∈ D(L) : (αu)(0) = 0}

of the minimal operator M0. It is clear that Mc is a boundedly solvable extension of minimal operator M0 and

M−1
c f (t) =

1
α(t)

t∫
0

f (s)ds, f ∈ L2
α (H,(0,1)),

M−1
c : L2

α (H,(0,1))→ L2
α (H,(0,1)).

Indeed, for any f ∈ L2
α (H,(0,1)) we have

‖ 1
α(t)

t∫
0

f (s)ds‖2
L2

α (H,(0,1)) =

1∫
0

α(t)
1

α2(t)
‖

t∫
0

f (s)ds‖2
Hdt

≤
1∫

0

1
α(t)

 t∫
0

1√
α(s)

√
α(s)‖ f (s)‖Hds

2

dt

≤
1∫

0

dt
α(t)

 1∫
0

ds
α(s)

 1∫
0

‖ f (s)‖2
Hα(s)ds


=

 1∫
0

dt
α(t)

2

‖ f‖2
L2

α (H,(0,1)).

Now assumed that M̃ is a solvable extension of the minimal operator M0 in L2
α (H,(0,1)). In this case it is known that the domain of M̃ can

be written as a direct sum

D(M̃) = D(M0)⊕
(

M−1
c +K

)
V, (2.14)

where V = KerM∗0 , K ∈ L(H) (see [4], [5]).
It is easily to see that

KerM∗0 =

{
1

α(t)
f : f ∈ H

}
. (2.15)

Therefore each function u ∈ D(M̃) can be written in following form

u(t) = u0(t)+M−1
c

(
1

α(t)
f
)
+

1
α(t)

K f , u0 ∈ D(M0), f ∈ H.

And from this we have

(αu)(t) = (αu0)(t)+
t∫

0

ds
α(s)

f +K f , f ∈ H. (2.16)
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Hence, following equalities

(αu)(0) = K f ,

(αu)(1) =

 1∫
0

ds
α(s)

+K

 f .

From these relations it is obtained that 1∫
0

ds
α(s)

+K

(αu)(0) = K(αu)(1). (2.17)

Then the last equality can be written in form

(B+E)(αu)(0) = B(αu)(1), (2.18)

where

B =

 1∫
0

ds
α(s)

−1

K. (2.19)

On the other hand note that the uniquenses of the operator B ∈ L(H) is clear from [4], [5]. Therefore, M̃ = MB. This completes of necessary
part of assertion.
On the contrary, if MB is a operator generated by m( . ) and boundary condition

(B+E)(αu)(0) = B(αu)(1), (2.20)

then MB is boundedly invertible and

M−1
B : L2

α (H,(0,1))→ L2
α (H,(0,1)),

M−1
B f (t) =

1
α(t)

t∫
0

f (s)ds+B
1∫

0

f (s)ds, f ∈ L2
α (H,(0,1)).

Consequently, assertion of theorem for the boundedly solvable extension of the minimal operator M0 is true.
The extension L̃ of the minimal operator L0 is boundedly solvable in L2

α (H,(0,1)) if and only if the operator M̃ =U−1L̃U is a boundedly
solvable extension of the minimal operator M0 in L2

α (H,(0,1)). Then u ∈ D(L̃) if and only if U−1u ∈ D(M̃).
Since M̃ = MB for some B ∈ L(H), then we have

(B+E)(αU−1u)(0) = B(αU−1u)(1). (2.21)

This completes the proof of theorem.

3. Spectrum of boundedly solvable extensions

In this section the structure of spectrum of boundedly solvable extensions of the minimal operator L0 in L2
α (H,(0,1)) will be investigated.

Firstly, prove the following result.

Theorem 3.1. If LB is a boundedly solvable extension of the minimal operator L0 and MB =U−1LBU corresponding boundedly solvable
extension of the minimal operator M0, then it is true σ(LB) = σ(MB).

Proof. Consider the following problem to spectrum for any boundedly solvable extension LB in L2
α (H,(0,1)), that is

LBu = λu+ f , λ ∈ C, f ∈ L2
α (H,(0,1)). (3.1)

From this it is obtained that

(LB−λE)u = f or (UMBU−1−λE)u = f . (3.2)

Then we have

U(MB−λ )U−1(u) = f . (3.3)

Therefore, the validity of the theorem is clear.

Now prove the main theorem on the structure of spectrum.
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Theorem 3.2. The spectrum of the boundedly solvable extension LB of the minimal operator L0 in L2
α (H,(0,1)) has the form

σ(LB) =

λ ∈ C : λ =

 1∫
0

ds
α(s)

−1(
ln |µ +1

µ
|+ iarg

(
µ +1

µ

)
+2nπi

)
,

µ ∈ σ(B)\{0,−1}, n ∈ Z} .

Proof. By Theorem 3.1. for this it is sufficiently the investigate the spectrum of the corresponding boundedly solvable extension MB =
U−1LBU of the minimal operator M0 in L2

α (H,(0,1)).
Now consider the following problem to spectrum for the extension MB, that is,

MBu = λu+ f , λ ∈ C, f ∈ L2
α (H,(0,1)). (3.4)

Then

(αu)′(t) = λu(t)+ f (t), t ∈ (0,1) (3.5)

with boundary condition

(B+E)(αu)(0) = B(αu)(1). (3.6)

It is clear that a general solution of the above differential equation has the form

u(t;λ ) =
1

α(t)
exp

λ

t∫
0

ds
α(s)

 f0 +
1

α(t)

t∫
0

exp

λ

t∫
s

dτ

α(τ)

 f (s)ds, f0 ∈ H. (3.7)

From this and boundary condition it is obtained thatE +B

1− exp

λ

1∫
0

ds
α(s)


 f0 = B

 1∫
0

exp

λ

1∫
s

dτ

α(τ)

 f (s)ds

 . (3.8)

In case when λm
1∫
0

ds
α(s)

= 2mπi, m ∈ Z, from the last relation it is established that

f (m)
0 = B

 1∫
0

exp

λm

1∫
s

dτ

α(τ)

 f (s)ds

 , m ∈ Z. (3.9)

Consequently, in this case the resolvent operator of MB is in form

Rλm
(MB) f (t) = B

 1
α(t)

exp

λm

t∫
0

ds
α(s)


1∫

0

exp

λm

1∫
s

dτ

α(τ)

 f (s)ds


+

1
α(t)

t∫
0

exp

λm

t∫
s

dτ

α(τ)

 f (s)ds, m ∈ Z.

Now assumed that λ 6= 2mπi, m ∈ Z. Then from the mentioned above equation for f0 ∈ H we haveB−

1− exp

λ

1∫
0

ds
α(s)


−1

E

 f0

=

1− exp

λ

1∫
0

ds
α(s)


−1

B

 1∫
0

exp

λ

1∫
0

dτ

α(τ)

 f (s)ds

 ,

f0 ∈ H, f ∈ L2
α (H,(0,1)).

Then λ ∈ σ(MB) if and only if

µ =

1− exp

λ

1∫
0

ds
α(s)


−1

∈ σ(B). (3.10)

In this case since µ 6= 0,

exp

λ

1∫
0

ds
α(s)

=
µ +1

µ
, µ ∈ σ(B), µ 6=−1. (3.11)
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Then

λ =

 1∫
0

ds
α(s)

−1(
ln |µ +1

µ
|+ iarg

(
µ +1

µ

)
+2nπi

)
, n ∈ Z. (3.12)

Example 3.1. All boundedly solvable extensions Lk of the minimal operator L0 in L2
α (0,1), α(t) = t p, p < 1, 0 < t < 1, generated by

differential expression

l(u) = (t pu(t))′+a(t)u(t), p < 1, 0 < t < 1,
a(t)
t p ∈ L1(0,1) (3.13)

are generated by differential expression l( . ) and boundary condition

(k+1)
(

αU−1u
)
(0) = k

(
αU−1u

)
(1), k ∈ C, (3.14)

where U( . , . ) are the corresponding evolution operators. In this case the spectrum σ(Lk) of the extension Lk, k 6= 0,−1 is in form

σ(Lk) =

{
λ ∈ C : λ = (1− p) ln |k+1

k
|+ iarg

(
k+1

k

)
+2nπi, n ∈ Z

}
.

4. Conclusion

It is known that problem on the solvability of the degenerate differential equations with corresponding boundary conditions in finite and
infinite regions is main subject in mathematical literature always (for detail informations see [1]).
It is noted that the general form of boundedly solvable extensions of some densely defined closed operator in Hilbert space has been found
by M. I. Vishik. In our work using the techniques of mentioned above theory a parametrization of boundedly solvable extensions of the
minimal operator generated by degenerate differential-operator expression for first order in the weighted Hilbert space of vector-functions at
finite interval is investigated. Lastly, the structure of spectrum of these type extensions is given.
Point out that the general form and spectral analysis of subclasses of differential operators in Banach spaces are main research topics in
operator theory.
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