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Abstract: Variable-speed wind energy systems equipped with permanent magnet synchronous 

generators (PMSGs) have become a common configuration in wind energy industry. Appropriate pitch 
angle control is designed to limit the output power of the system by adjusting the pitch angle of the wind 

turbine blades at higher wind speeds. This approach reduces mechanical stress on the turbine, extends 

its operating speed range, and increases the overall lifespan. Intelligent control methods, such as 
optimization algorithms, are notable for their fast and reliable control performance; however, their use 

in pitch angle control applications remains relatively limited. In this study, a pitch angle control based 
on the Archimedes Optimization Algorithm (AOA) was developed and analyzed using 

MATLAB/Simulink. The proposed control system demonstrated fast and stable performance at higher 

wind speeds. Additionally, the control mechanism was set to deactivated at lower wind speeds to 
optimize energy efficiency for varying conditions. When compared to other conventional control 

methods, alternative approaches generally achieve an average accuracy of %75 to %80. However, the 
proposed control method performed a significantly faster convergence speed and achieved an accuracy 

rate exceeding %90. 
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1. Introduction  

In recent years, pollution problems, increasing production costs, and the fast depletion of fossil 

energy sources have reached an indisputable level. Above all, industrial development and an increasing 

population across the world will increase limited fossil energy usage and lead to more emissions of 

greenhouse gases, which have consequences for global climate change [1, 2]. These problems lead to a 

remarkable transition and increasing investments in renewable energy sources. One of these, wind 

energy, has become a significant source due to its safe, pollutant-free, and inexhaustible nature. 

According to the 2023 Global Wind Energy Council (GWEC) report, 78 GW of new wind power 

capacity was added globally, making it the third-highest year for capacity expansion. The total installed 

capacity worldwide has reached 906 GW, representing a significant year-on-year growth rate of 9%. It 

is anticipated to be the first year to surpass 100 GW of newly added capacity globally, with a projected 

year-on-year growth of 15%, as forecasted by GWEC Market Intelligence. The future outlook is 

optimistic, with GWEC Market Intelligence predicting a substantial increase in new capacity over the 

next five years (2023–2027). The forecast suggests the addition of 680 GW of new capacity during this 
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period, averaging 136 GW per year until 2027. This signifies a significant upward trajectory in global 

capacity expansion in the coming years [3]. 

In principle, a wind energy conversion system (WECS) has three main components. The first 

component is the wind turbine. As the wind goes through the turbine blades, it makes the turbine shaft 

move, and this movement creates mechanical power. The second component is a drivetrain that transfers 

mechanical power to the generator. The last component is the electric generator, which converts 

mechanical power to electric power. Other control structures and interfaces are integrated into these 

main components [4, 5]. WECSs can be categorized into fixed-speed and variable-speed configurations. 

Variable-speed WECSs are more commonly used than fixed-speed types. The main advantages of 

variable-speed types are their ability to extract more energy, reduce mechanical stresses, and provide a 

longer working life [6]. For electrical generators, there are several types used with WECSs. Recently, 

the permanent magnet synchronous generator (PMSG) has gained great popularity due to its advantages, 

such as gearless operation, better reliability, and higher power density [7]. For WECSs, the rapid wind 

variations and system conditions require different control structures. Generally, there are two main 

controls used for WECSs. The first control is utilized for maximum power production efficiency below 

the rated wind speed, which provides the most efficient output power for a WECS. The second control 

aims to limit the instant power at higher wind speeds. This control is defined as pitch angle control [8, 

9]. 

For pitch angle control of WECSs, various control methods have been studied in the literature. 

Controllers utilizing PID controllers are more convenient for small WECSs. They utilize various 

parameters such as wind speed, generator power, and rotor speed to derive appropriate pitch angle values 

through the controller [10–13]. However, PID-based controllers may not perform well due to the 

nonlinear characteristics of WECSs. Furthermore, the choice of controller gains can be a challenging 

task in response to instant wind variations. Some control methods are modified with different control 

structures to overcome these problems [14–16]. Due to the nonlinear system dynamics and wind speed 

variations, intelligent controllers have been developed. These controllers ensure flexible, fast, and 

autonomous control. These features have made their use widespread in all kinds of control applications. 

Such controllers include fuzzy logic, artificial neural networks, and various optimization algorithms. 

They are highly suitable techniques for stable pitch angle control of WECSs [17]. The fuzzy logic 

control (FLC)-based pitch control of WECSs provides many advantages, such as independence from 

system parameters, adaptability, and simplicity. However, fuzzy logic control (FLC) requires expert 

knowledge of the system to design the fuzzy interface and necessitates memory allocation [18–21]. 

Artificial neural networks (ANNs) are another method that emulates information processing by the 

neural structure of the brain. ANNs consist of neural layers, specified learning, and training algorithms. 

ANN-based WECS controls are commonly used for power optimization at higher wind speeds [22–25]. 

Recently, optimization algorithms have gained popularity in controlling nonlinear systems. They can be 

developed the social hierarchy of animals in the natural world or from various physical phenomena. 

[26]. They can be used for different control objectives and have advantages such as better adaptability, 

fast response, and independence from system parameters. Furthermore, they can be combined with other 

methods, defined as hybrid control structures. The genetic algorithm-based control method is one of the 

commonly used optimization algorithms [27, 28]. The particle swarm optimization (PSO) method is 

another metaheuristic technique that derives its operating principle from the searchability of flocks [29, 

30]. Similarly, other metaheuristic algorithms (Firefly, Ant Colony, Artificial Bee, Differential 

Evolution algorithms, etc.) can be exemplified for different energy applications and control techniques. 

At present, there is a growing focus on investigating novel and creative optimization techniques, which 

have been demonstrated to yield more robust, efficient, and precise control performance [31–38]. 
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In our study, Archimedes optimization algorithm (AOA) based pitch angle control is proposed. 

This algorithm can be controlled by requiring fewer controlling parameters and it enables different 

convergence phases to optimize the pitch angle controller adaptively. 

The main contributions from this paper are listed in the following points: 

● The usage of newly introduced algorithms is uncommon for pitch angle control. Studying these 

algorithms can contribute to studies related to pitch angle control. A comprehensive analysis of the 

performance of innovative methods for the aforementioned control will inevitably result in the 

implementation of more reliable and more efficient methods for the regulation of pitch angle. 

● Using an activation structure enables pitch angle control at higher wind speeds. Below the rated 

wind speed, the control system is deactivated to enable maximum efficiency. In this way, different 

control structures can be used for a WECS at changing wind speeds.   

The rest of this study is organized as follows. Section 2 explains basic modeling principles, 

operating regions of a WECS, and pitch angle control. Section 3 describes the principle of the proposed 

AOA and its usage for pitch angle control. Simulation results of the proposed method based on variable 

wind speeds are given in Section 4. The conclusions are given in the last section.  

2. Materials and Methods 

The main configuration for a WECS includes a wind turbine, a generator, and different types of 

drivetrains. In addition to these, appropriate control units are integrated into the overall system. The 

produced energy can be used for both standalone and grid-connected applications. The basic conversion 

scheme for a WECS is shown in Figure 1. 

 

 

Figure 1. The conversion scheme of a WECS.  

 

In Figure 1, the WECS converts the kinetic energy of the wind into mechanical energy via the 

wind turbine, and then into electrical energy through the electric generator. The power interface is 

responsible for the efficiency and stability controls of energy production. All these controls are 

implemented through this interface using different controller designs. Pitch angle control is applied to 

the turbine blades through hydraulic or electromechanical actuators. To understand pitch angle control, 

mathematical models are essential for grasping the fundamental principles of energy conversion in wind 

energy systems. The power captured by a wind turbine from flowing wind is expressed as shown in 

Equation (1). 

 

𝑃 =
1

2
× 𝐶𝑃 × 𝑝 × 𝐴 × 𝑉𝑊

3          (1) 
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In Equation (1), P is the extracted mechanical power from the wind (W or J/s), ρ is the air density, 

which can be defined as a constant equal to 1.225 kg/m3, 𝑉𝑊 is the wind speed and A is the swept area 

by turbine blades (m2), 𝐶𝑃  (power coefficient) is defined as the energy conversion efficiency and it is a 

function of tip speed ratio (TSR) (λ) and pitch angle (β) defined in Equation (2). 

 

𝐶𝑃(𝜆, 𝛽) = 𝐶1 (
𝐶2

𝜆𝑖
− 𝐶3 × 𝛽 − 𝐶4) 𝑒−(𝐶5/𝜆𝑖) + 𝐶6 × 𝜆       (2) 

 

Where C (1-6) are characteristic design values for wind turbines TSR (λ) and λi values can be 

expressed as in Equation (3). 

 

𝜆 =
𝑤×𝑅

𝑉𝑊
,

1

𝜆𝑖
=

1

𝜆+0.08𝛽
−

0.035

𝛽3+1
         (3) 

 

In equation (3), R is the radius of the swept area by the wind turbine and ω represents the 

mechanical speed of the turbine in rad/s [39]. Figure 2 shows the relationship between the 𝐶𝑃 and the 

TSR for different β values. 

 

 

Figure 2. The variation curve of Cp with TSR and pitch angle.  

 

In Figure 2, the relationship demonstrates that the maximum values of 𝐶𝑃  are achieved at optimal 

values of TSR. These optimal values can be obtained using a speed controller for WECS, as described 

by Equations (2–3). In practice, 𝐶𝑃  can reach a maximum value within the range of 0.4–0.5. This 

indicates that the produced mechanical power is less than 50% of the instant wind power [40]. Another 

feature shown in Figure 2 is that the power coefficient can be adjusted by increasing the value of the 

pitch angle to limit the instant power at higher wind speeds. 

2.1. Pitch angle control 

The pitch angle control is implemented by adjusting blade angles around their longitude axes [41]. 

The pitch angle controller system is a crucial and effective component for improving the efficiency of 

wind energy conversion systems and enhancing the stability of output power. Its variable mode of 
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operation also helps reduce the impact of fluctuating natural conditions, which can otherwise place 

excessive stress on mechanical components [42]. The implementation of pitch angle variation is shown 

in Figure 3. 

 

 

Figure 3. The implementation of pitch angle [41].  

 

Pitch control is categorized into two types. The first is individual pitch control (IPC), which allows 

for independent adjustment of each blade's pitch angle. IPC utilizes an electromechanical actuator to 

manage the blade pitch. These systems consist of an electric motor, a gearbox, a power supply unit, and 

an energy storage system. The second is collective pitch control (CPC), where all blades are set to the 

same pitch angle and hydraulic actuators are used to control all the blades simultaneously. CPCs offer 

key advantages, including low complexity and safer operation. On the other hand, IPCs are more 

efficient and exhibit faster response times compared to hydraulic controllers. However, their power-to-

mass ratio is lower. Despite this, IPCs are often preferred due to their lower maintenance and operational 

costs [28]. With the increasing size of wind turbines, the impact of wind shear, air density variations, 

and extreme wind turbulence has become more pronounced. This phenomenon intensifies the cyclic 

loads on turbine blades, which can lead to fatigue, reduced efficiency, and shortened system lifetime. 

As a result, IPC has gained significant attention, as it can mitigate cyclic loads by independently 

adjusting the pitch angle of each blade [43]. The IPC principle is applicable for variable-speed wind 

turbines. Aerodynamic stall controls, which turn the blades into the wind to induce stall, are typically 

applied to fixed-speed wind turbines [40, 41]. Pitch angle control principle can be explained in the 

operating regions of a WECS shown in Figure 4. 
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Figure 4. The operating regions of a WECS.  

 

The captured mechanical power is proportional to the cube of the wind speed. This variation is 

illustrated by the blue curve in Figure 4. Three wind speed values define the boundaries of these 

operating regions: the cut-in wind speed (Vcut_in), the nominal wind speed (Vwind_nom), and the cut-out 

wind speed (Vcut_out). When the wind speed is lower than Vcut_in, the WECS is in a standstill state. 

Between Vcut_in and Vwind_nom, the system operates in the maximum efficiency zone, where the primary 

objective of the WECS control is to maximize energy efficiency for the prevailing wind speeds [44]. 

Above the nominal wind speed, the principal control objective shifts to limiting the output power to the 

rated value to ensure safe operation, improve stability, and maintain optimal power production. If the 

wind speed surpasses Vcut_out, the WECS is stopped to prevent damage [45, 46]. 

2.2. Archimedes optimization algorithm (AOA) 

The proposed algorithm works based on the phenomenon explained by Archimedes’ law of 

physics. This principle is concerned with an object that is either fully or partially submerged in a fluid. 

The fluid applies an upward force on the object which equals the magnitude of the fluid weight displaced 

by the object. [47, 48]. The immersed objects represent the optimization population. The AOA search 

process starts with the initial population. At first, each object is randomly located and has randomly 

assigned volumes, densities, and accelerations in fluid [47]. Like other metaheuristic algorithms, AOA 

updates the accelerations and positions of each object. until the termination criteria are satisfied. 

AOA consists of both exploration and exploitation processes. The initialization process of all 

objects is defined in Equation (4). 

 

𝑂𝑖 = 𝑙𝑖 + 𝑟𝑛𝑑 × (𝑢𝑖 × 𝑙𝑖), 𝑖 = 1 … . 𝑛        (4) 

 

Where 𝑙𝑖 and 𝑢𝑖  are the boundaries of the ith object, and n represents the object number. The 

volume (vol) and density of each object (den) can be expressed as shown in Equation (5). 

 

𝑑𝑒𝑛𝑖 = 𝑟𝑛𝑑, 𝑣𝑜𝑙𝑖 = 𝑟𝑛𝑑          (5) 

 

Where 𝑟𝑛𝑑 represents a D-dimension vector within range [0, 1]. Each object acceleration (acc) 

can be expressed as in Equation (6). 
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𝑎𝑐𝑐𝑖 = 𝑙𝑏𝑖 + 𝑟𝑛𝑑 × (𝑢𝑏𝑖 × 𝑙𝑏𝑖)         (6) 

 

𝑙𝑏𝑖 and 𝑢𝑏𝑖 represent lower and upper boundaries of the search space, respectively. The object 

with the best position (xbest,), the best volume (volbest), the best density (denbest), and the best acceleration 

(accbest) are determined based on a fitness function. Their values are recorded as best values for each 

iteration. Each object’s density and volume can be updated as in Equation (7). 

 

𝑑𝑒𝑛𝑖
𝑡+1 = 𝑑𝑒𝑛𝑖

𝑡 + 𝑟𝑛𝑑2 × (𝑑𝑒𝑛𝑏𝑒𝑠𝑡 × 𝑑𝑒𝑛𝑖
𝑡)       (7) 

       𝑣𝑜𝑙𝑖
𝑡+1 = 𝑣𝑜𝑙𝑖

𝑡 + 𝑟𝑛𝑑2 × (𝑣𝑜𝑙𝑏𝑒𝑠𝑡 × 𝑣𝑜𝑙𝑖
𝑡) 

 

The current and next iterations are expressed as t and t+1 respectively. 𝑟𝑛𝑑2 is a randomly 

assigned value. In the beginning, there is a collision between the objects until the equilibrium state. This 

state determines the transition from the exploration stage to the exploitation stage for tracking global 

optimum faster. The transition operator is defined in Equation (8). 

 

𝑇𝐹 = 𝑒𝑥𝑝 (
𝑡−𝑡𝑚𝑎𝑥

𝑡𝑚𝑎𝑥
)          (8) 

 

Where TF is the transfer operator, 𝑡𝑚𝑎𝑥  is the selected maximum iteration number. The operator 

value is increased gradually at each iteration until a specified unit value. The density factor (d) is another 

term that is utilized for improving the search process, it can be formulated as in Equation (9). 

𝑑𝑡+1 =𝑒𝑥𝑝 (
𝑡−𝑡𝑚𝑎𝑥

𝑡𝑚𝑎𝑥
) − (

𝑡

𝑡𝑚𝑎𝑥
)         (9) 

 

The d value contributes to the exploration/exploitation balance. The collision between the objects 

occurs in the exploration phase, the TF value could be taken as a number between 0 and 1 for the 

threshold value of the two stages. The acceleration of the ith object at the next iteration is updated by 

using a random object (ro) defined as in Equation (10). 

 

𝑎𝑐𝑐𝑖
𝑡+1 = (

𝑑𝑒𝑛𝑟𝑜+𝑣𝑜𝑙𝑟𝑜×𝑎𝑐𝑐𝑟𝑜

𝑑𝑒𝑛𝑖
𝑡+1×𝑣𝑜𝑙𝑖

𝑡+1 )         (10) 

 

Where 𝑑𝑒𝑛𝑟𝑜, 𝑣𝑜𝑙𝑟𝑜, and 𝑎𝑐𝑐𝑟𝑜  represent density, volume, and acceleration values for the random 

object. When the 𝑇𝐹 value exceeds the selected number, the exploitation phase represents the 

equilibrium state between the objects. The acceleration of the ith object in this stage is defined as in 

Equation (11). 

 

𝑎𝑐𝑐𝑖
𝑡+1 = (

𝑑𝑒𝑛𝑏𝑒𝑠𝑡+𝑣𝑜𝑙𝑏𝑒𝑠𝑡×𝑎𝑐𝑐𝑏𝑒𝑠𝑡

𝑑𝑒𝑛𝑖
𝑡+1×𝑣𝑜𝑙𝑖

𝑡+1 )        (11) 

 

For both stages and each iteration, the acceleration process is adjusted adaptively. If the object is 

not close to the best solution, the acceleration change will be larger or vice versa. Furthermore, a 

normalization parameter prevents the local solution stagnation [47, 48]. This parameter is defined in 

Equation (12). 

 

𝑎𝑐𝑐𝑖−𝑛𝑜𝑚
𝑡+1 = 𝑢 × (

𝑎𝑐𝑐𝑖
𝑡+1+𝑚𝑖𝑛 (𝑎𝑐𝑐)

(𝑎𝑐𝑐) −(𝑎𝑐𝑐) 
) + 𝑙        (12) 
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In Equation (12), l and u are the normalization edge values, they are selected within the range 

[0,1]. i-nom represents normalized value for the ith object at the t+1 iteration. For the exploration stage, 

the position of the ith object (x) is updated through the iterations as in Equation (13). 

 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + 𝐶1 × 𝑟𝑛𝑑 × 𝑎𝑐𝑐𝑖−𝑛𝑜𝑚
𝑡+1 × 𝑑 × (𝑥𝑟𝑛𝑑 − 𝑥𝑖

𝑡)      (13) 

 

The position updating of objects in the exploitation stage is expressed in Equation (14). 

 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + 𝐹 × 𝐶2 × 𝑟𝑛𝑑 × 𝑎𝑐𝑐𝑖−𝑛𝑜𝑚
𝑡+1 × 𝑑 × (𝑇 × 𝑥𝑏𝑒𝑠𝑡 × 𝑥𝑖

𝑡)    (14) 

 

In Equations (13)-(14), 𝐶1 and 𝐶2 values are determined in the range [0,10]. T is a parameter 

value (𝑇 = 𝐶3 × 𝑇𝐹) based on 𝑇 increasing within the range [C3 × 0.3, 1] and, it takes a certain 

percentage from the best position through the iterations. As the search process continues, the percentage 

of adjustment applied to the current position gradually increases. This mechanism effectively reduces 

the disparity between the best-known position and the current position. A constant defined as flag value 

(F=2), defined by user, is utilized to change the movement direction of the objects. The application 

flowchart of the Archimedes optimization algorithm is given in Fig. 5. 

 

 

Figure 5. The flowchart of AOA.  

 

3. Results and Discussion  

Designing an AOA-based pitch angle control for a WECS is formulated as an optimization 

problem. The primary criterion used for evaluating the performance of the optimization method is the 

fitness function. The fitness function for this study aims to minimize the power error between the instant 

and nominal mechanical output powers. The control adjusts angle values within the range of [0°, 45°] 
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to limit the instant output power. These values are implemented as objects for the optimization 

algorithm. The control structure is activated at higher speeds than the rated wind speed. Conversely, at 

lower speeds, the angle values are adjusted to a minimum to maximize efficiency. The application 

flowchart of the AOA-based pitch angle controller is illustrated in Figure 6. 

 

 

Figure 6. Application steps of pitch angle controller.  

In Figure 6, the instant output power is used as an input variable in the control application. This 

value is calculated as a per-unit value (p.u). The calculation for 𝑝. 𝑢 values is calculated as in Equation 

(15). 

 

𝑋𝑝.𝑢. = (
𝑋𝑖𝑛𝑠𝑡𝑎𝑛𝑡

𝑋𝑟𝑎𝑡𝑒𝑑.
)          (15) 

 

In Equation (15), where X represents a control parameter of a WECS. This value can be electrical 

or mechanical parameters. In this study turbine output power was utilized. Reference power value was 

defined as 1 𝑝. 𝑢 the utilization of per unit values simplifies the controller and controller-related 

calculations. The instant angle value can be applied to the wind turbine through actuators. The wind 

turbine simulation model through MATLAB/Simulink is shown in Figure 7. 

 

 

Figure 7. The Simulink model of the wind turbine.  
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In Figure 7, the wind turbine model was designed based on the mathematical functions of the 

output power, 𝐶𝑃 , and TSR. The angle value was adjusted between 0°-45° values. 

For evaluating the AOA-based controller performance, the algorithm has been designed by using 

a maximum number of iterations that reaches 500 iterations and the population size has been set to 50. 

To test the AOA-based control, simulations were carried out by using the WECS and optimization 

parameters, listed in Table I. 

Table 1. WECS and optimization parameters 

Parameters Values 

Rated Power (Pnominal) 25 kW 

Rated Wind Speed (Vwind nominal) 12 m/s 

The area radius by wind turbine (R) 4 m 

Air density (p) 1.2 kg/m3 

Population (Objects) size 20 

tmax (Maximum iteration number) 500 

a (preselected value for the algorithm) 0.5 

(Constant values for optimization) C1:2 C2:5 C3:4 

 

The rated (nominal) wind speed was defined as 12 m/s in the simulation process. The wind speed 

patterns for rated and instant wind speed are given in Figure 8. 

 

 

Figure 8. Wind speed patterns for simulation.  

 

The instant wind speed (the orange curve) varies between 8 and 20 m/s in Figure 8. These wind 

patterns play a crucial role in simulating pitch angle control within wind energy conversion systems, 

ensuring adaptation to rapidly changing wind conditions. Based on the instant wind speed, the instant 

angle variation is shown in Figure 9. 
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Figure 9. Pitch angle variation of the WECS.  

 

In Figure 9, below the rated speed, the angle value is adjusted at a minimum value (0°) to keep 

the efficiency value (𝐶𝑃) at the optimum value for maximum efficiency. When the wind speed exceeds 

the rated speed (12 m/s), the controller will activate the control and increase the angle value to keep the 

output power within the rated power limits. The angle value was adjusted by the control in the range 

[0°-16°]. Minimum oscillated angle variations in all wind speeds proved the remarkable performance of 

the AOA method. Furthermore, Fast response and compatible variation of angle values showed the high 

performance of the proposed controller. 

The influence of pitch angle control is not illustrated only through the angle variation. The control 

performance can also be analyzed by assessing the other parameters of the WECS. The power coefficient 

(𝐶𝑃) value variation is shown in Figure 10. 

 

 

Figure 10. 𝐶𝑃  variation of the WECS.  

 

In Figure 10., As mentioned earlier, the obtained pitch angle value by AOA decreased the Cp 

value to balance the instant output power of the WECS at higher wind speed levels. The angle value was 



Middle East Journal of Science  (2024) 10(2):151-166                 https://doi.org/10.51477/mejs.1591919 

 

 162 

decreased to increase the power coefficient and WECS efficiency at lower wind speeds. The instant 

power variation of the WECS is shown in Figure 11. 

 

 

Figure 11. Output power variation of the WECS.  

 

In Figure 11, the extracted mechanical power with AOA based algorithm tracks the rated power 

curve at higher wind speeds. For lower values, the output power changes in line with variations in wind 

speed and achieves a highly efficient performance. The proposed controller increased the capacity factor 

of the wind turbine by enabling it to work at rated limits for higher wind speeds Therefore it can lower 

the cost per kWh of electricity production. 

Except for the comparison with rated values, the proposed algorithm can be compared with other 

conventional methods used for pitch angle control. For different studies mentioned in the literature. The 

comparison table for the different pitch angle controls is given in Table 2. 

Table 2. The comparison table for the different methods. 

Methods Comparison Criteria 

 
Controller 

efficiency 

Convergence 

speed 
Complexity Accuracy 

The proposed AOA method High High  Medium >%90 

FLC [21] High Medium High %70-%90 

PID controller [15] Low Low Low <%50 

P&O, INC etc. [8]  Medium Medium Low %60-%80 

 

According to Table 2, the proposed method outperformed the other methods. The metaheuristic 

principle provided high efficiency and fast-tracking features for the proposed method. The accuracy 

value reflects the stability and performance level of the controller. A higher accuracy value signifies 

greater stability and superior performance. The proposed method achieved higher accuracy compared 

to other methods Another key benefit of the proposed method is that it does not necessitate expertise in 

the field of expert systems., as required for the FLC method, which reduces its complexity. Conventional 

PID-based controllers operate based on the adjustment of controller gains. However, the proper 
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adjustment of gains and the reliance on additional tools lower the performance and response speed of 

the controller, particularly during fast wind speed variations. The perturb and observe (P&O) or 

incremental conductance (INC) methods operate by iteratively adjusting the controller. At each iteration, 

the controller output is modified through constant or adaptive steps based on the variations. Although 

these methods are less complex, their convergence for fast variations and the magnitude and speed of 

controller adjustments reduce overall efficiency. 

4. Conclusion 

In this study, an AOA-based pitch angle control for a WECS has been proposed to limit the output 

power to a desirable level. The working principle of this algorithm is based on Archimedes' law. The 

control structure was evaluated through simulations in the MATLAB/Simulink environment. The results 

demonstrate that the proposed controller effectively limits the instant output power to the rated limit for 

wind speeds above the rated value. Faster and stable control of the pitch angle protects the WECS from 

higher wind speeds, ultimately increasing the system's lifespan and overall energy output. Furthermore, 

the control reduces the operation and maintenance expenses of WECSs. AOA-based pitch angle 

controllers perform well for nonlinear systems and can operate independently of system dynamics and 

external conditions. For the studied WECS, the proposed control provided a faster response to rapidly 

changing wind speeds and reduced oscillations around the rated values at higher wind speeds. For future 

studies, different metaheuristic algorithms can be explored to design alternative control structures for 

WECSs. These can then be evaluated and compared with the proposed algorithm. 
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