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ABSTRACT

Rapid, simple, and accurate detection is important to slow down the spread of epidemics in 
the era of the pandemic. COVID-19 has been the biggest epidemic of the current century and 
continues. Therefore, it is extremely important to develop methods that allow the detection of 
COVID-19 by eliminating the disadvantages of the existing methods. The aim of this study is 
to perform rapid and reliable detection of COVID-19 using Raman spectroscopy and machine 
learning techniques. Here, Raman spectra of serum samples collected from COVID-19 pa-
tients, suspected cases, and healthy controls were utilized. Machine learning techniques were 
employed due to the absence of significant discernible variations between the Raman spec-
tra of the three groups with the naked eye. Therefore, principal component analysis (PCA) 
was utilized to reveal discriminative features of the classes. Support vector machine (SVM), 
k-nearest neighbors (KNN), and decision tree (DT) classification models were utilized by us-
ing extracted features with PCA. SVM and KNN provide high accuracy ± standard deviation
values of 86.5±0.7% and 87.3±0.6% respectively. Sensitivity (recall), precision, and area under 
the curve (AUC) which are important performance evaluation metrics were also calculated
for comparison. Results show that Raman spectra combined with machine learning presents a 
promising tool for the accurate detection of COVID-19 in clinical use.
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INTRODUCTION

Over the last two decades, there have been three sig-
nificant outbreaks caused by human coronaviruses. These 
outbreaks involved the severe acute respiratory syndrome 
coronavirus (SARS-CoV) in 2002, the Middle East respi-
ratory syndrome coronavirus (MERS-CoV) in 2012, and 
the severe acute respiratory syndrome coronavirus-2 
(SARS-CoV-2) in 2019. The global spread of coronavirus 

disease 2019 (COVID-19) caused by SARS-CoV-2 that 
emerged in Wuhan, China has rapidly spread all over the 
world and become a worldwide pandemic [1, 2]. More 
than 675 million people have infected and about 6.5 mil-
lion deaths have occurred globally since the day COVID-19 
appeared according to the Center for Systems Science and 
Engineering (CSSE) at John Hopkins University [3]. This 
epidemic not only damaged the health systems of countries 
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but also greatly affected economies. The most important 
thing in keeping the epidemic under control is to perform 
rapid, accurate and reliable tests. These tests are necessary 
for both diagnosis and tracking.

The gold standard to identification of SARS-CoV-2 is 
real-time reverse transcriptase-polymerase chain reac-
tion (rRT-PCR) test [4]. Although being the most vali-
dated nucleic acid-based test for detecting COVID-19, 
this method exhibits certain limitations. The rRT-PCR test 
encompasses a multi-step approach that involves nucleic 
acid extraction, amplification, and purification. Moreover, 
it requires advanced equipment, high-cost reagents, trained 
personnel, suffers from false-negative results and being 
time-consuming. Immunoassay based techniques such 
as enzyme-linked immunosorbent assay (ELISA) are also 
used for rapid detection. However, this kind of immuno-
assays are not suitable for the identification of specific viral 
species or strains since they depend on specific antigen/
antibody binding. Further, these techniques are destructive 
for the samples. Hence, conventional methodologies are 
unsuitable for rapid detection due to the aforementioned 
constraints. There exists an unaddressed requirement for 
novel technologies characterized by streamlined proce-
dures and enhanced sensitivity.

Raman Spectroscopy is a robust scientific technique 
founded upon the principle of inelastic scattering of a laser 
beam. This method yields invaluable molecular fingerprint 
information regarding the specimen, whereby each mole-
cule manifests its distinct and unique Raman spectral signal. 
Moreover, Raman spectroscopy requires a minimum sample 
preparation process and nondestructive [5]. However, this 
technique has some limitations due to the weak signal intensity 
of the Raman scattering [6]. This situation makes harder the 
interpretation and discrimination of similar spectra. To over-
come this problem using machine learning methods for the 
detection or discrimination of biological samples is essential.

Raman spectroscopy applications span a broad range 
in microbial identification in the biomedical field [7–9]. 
However, there are few studies reporting the use of Raman 
spectroscopy for the detection of SARS-CoV-2. Carlomagno 
et al. reported a Raman-based approach to detect current 
and past infections of SARS-CoV-2 from saliva samples 
[10]. Zhang et al. used surface enhanced Raman spectros-
copy array functionalized with ACE2 to capture SARS-
CoV-2 spike protein to test environmental species [11]. 
Akdeniz et al. developed a virus-infected cellular model by 
transfecting mammalian cells with plasmids encoding the 
M, N, and E proteins of SARS-CoV-2 [12]. They isolated 
proteins from the cells and collected their spectra. Results 
show that there is a clear discrimination between proteins 
of SARS-CoV-2 and the control group according to the 
principal component analysis (PCA). 

In this study, the discrimination of Raman spectra of 
serum samples collected from COVID-19 patients, sus-
pected cases, and healthy individuals obtained from a 
publicly available dataset [13] was performed. To reveal 

the discriminative features, PCA was used. Afterward, 
some machine learning techniques such as support vector 
machine (SVM), k-nearest neighbors (KNN), and decision 
tree (DT) were applied. Until now, the conducted studies 
by using this dataset have primarily focused on categoriz-
ing spectra from COVID-19, suspected cases, and healthy 
subjects into two classes [13–15]. Yin et al. used the whole 
dataset, and they classified the COVID-19 patients, sus-
pected cases, and healthy controls into the combination of 
two classes [13]. They found accuracy values of COVID-19 
versus suspected, COVID-19 versus healthy control, and 
suspected versus healthy control as 0.87±0.05, 0.91±0.04, 
and 0.69±0.05 respectively. Deepaisarn et al. used the same 
dataset and discriminated COVID-19 patients and healthy 
controls by using different feature extraction methods and 
classifiers [14]. They obtained the accuracy of 98.38% by 
using Light Gradient Boosting Model. Wei et al. also used 
this dataset to classify COVID-19 and healthy subjects 
and found accuracy of 97.9±0.2% by using Multi-Scale 
Sequential feature Selection model (M3S) [15]. However, 
classifying COVID-19, suspected cases, and healthy spec-
tra simultaneously into three distinct classes would be more 
clinically meaningful as a classification problem. Since the 
spectrum of the serum sample obtained from an individual 
will fall into one of these three categories. Consequently, 
after training the machine learning model, when the spec-
trum from an individual is provided as input, the model 
will be able to ascertain to which group (COVID-19, sus-
pected, or healthy) the person belongs. Here, the Raman 
spectra of all three classes were analyzed simultaneously, 
resulting in the successful identification of the respective 
class to which the serum samples belonged.

MATERIALS AND METHODS

The Dataset
Here, a portion of publicly available dataset was used 

[13]. The original dataset includes 2655 Raman spectra 
of serum samples collected from 177 individuals includ-
ing confirmed COVID-19 patients, suspected cases, and 
healthy controls. However, the accessible part of the dataset 
includes 465 spectra belong to 159 spectra from COVID-19 
patients, 156 spectra from suspected cases, and 150 spec-
tra from healthy controls. Every individual diagnosed with 
COVID-19 exhibited positive results in viral nucleic acid 
detection through real-time polymerase chain reaction 
(RT-PCR) utilizing respiratory tract samples. The suspected 
group indicated flu-like symptoms similar to COVID-19. 
Each spectrum was recorded by exciting with a laser 785 
nm wavelength under the 70-mW laser power. All spectral 
data was used in the range of 600-1800 cm-1.

Data Analysis
The dataset consists of 465 spectra. Firstly, the whole 

data was shuffled randomly and standardized by using 
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standard normal variate. To extract discriminative spectral 
features from Raman data PCA is a statistical technique 
often used [16, 17]. PCA is used for dimensionality reduc-
tion and data exploration. PCA is commonly employed as 
a technique to decrease the dimensionality of a dataset by 
generating a reduced set of variables that effectively capture 
the majority of the variability found in the original data. 
This enables the simplification of intricate datasets while 
still preserving crucial information [18]. PCA extracts 
linear features by detecting linear relationships from the 
data. It projects the data to a new coordinate space so that 
the variance within the data remains maximum. The first 
principal component has the highest variance and the vari-
ance that is carried by each principal component decreases 
through the last principal component. Here, the first 40 
principal components that hold a large amount of variance 
(> 95%) in the data were used. 

To discriminate COVID-19 patients, suspected cases, 
and healthy controls traditional classifiers were utilized. 
For this purpose, traditional machine learning techniques 
that are preferred widely for the classification of Raman 
spectra were used. SVM, KNN, and DT were utilized 
for the discrimination of COVID-19 patients, suspected 
cases, and healthy controls. The Support Vector Machine 
(SVM) is a supervised machine learning algorithm 
employed for tasks related to classification and regres-
sion. Its operation involves the identification of the opti-
mal hyperplane within a high-dimensional feature space, 
effectively segregating data points belonging to distinct 
classes [19]. Multiclass SVM classifier polynomial kernel 
(degree: 3) with one-versus-all approach was selected. 
KNN classification is a supervised machine learning 
approach employed to categorize data points into distinct 
classes by determining the majority class among their 
nearest neighbors [19]. In KNN classifier, the most appro-
priate k parameter was determined as 1 and Euclidean 
distance was used. DT classification algorithm builds a 
tree-like structure to make decisions about the class labels 
of data points based on their features [19]. Random search 
method was used for the hyperparameter optimization. 
The evaluation of each classifier’s performance was con-
ducted by assessing the accuracy, sensitivity (recall), and 
precision which were derived from the respective con-
fusion matrices. Furthermore, area under curve (AUC) 
value was also used for performance evaluation. K-fold 
cross-validation helps in preventing overfitting by provid-
ing a more robust evaluation of a model’s performance, 
reducing the influence of a single data split, and ensuring 
that the model learns from a diverse set of training data. 
Consequently, this aids in the construction of models that 
exhibit improved generalization when confronted with 
novel, unseen data. The 10-fold cross-validation technique 
was employed to objectively assess the performance of the 
classifiers. In this method, the dataset is divided into ten 
groups of approximately equal sizes. Nine of these subsets 
are designated for training, while one subset is reserved 

for testing. The aforementioned process is repeated 10 
times, ensuring that every subset has been utilized as the 
testing set. All these procedures were repeated 50 times 
to calculate mean ± standard deviation. All data process-
ing procedures were performed using MATLAB software 
(The MathWorks, Natick, USA).

RESULTS AND DISCUSSION

Rapid and accurate diagnosis is extremely important 
to slow down the spread of epidemics. Therefore, there is 
a pressing demand for emerging technologies that enable 
rapid diagnosis. In this study, Raman spectra of serum sam-
ples collected from COVID-19 patients, suspected cases, 
and healthy controls were discriminated by using machine 
learning techniques. 

Here a total of 465 spectra from COVID-19 patients, 
suspected cases, and healthy controls were used to discrim-
inate these 3 groups. As seen in Figure 1, there is a high sim-
ilarity between Raman spectra of all groups. SARS-CoV-2 
could potentially manifest a distinct protein profile, setting 
it apart from both healthy samples and other diseases [20]. 
Furthermore, the pathological progression of COVID-19 
triggers the initiation of a humoral response, resulting in 
the production of particular antibodies [21]. These pro-
cesses make the COVID-19 serum spectra biochemically 
different from other spectra. The differences of the serum 
composition between groups can be detected by Raman 
spectroscopy. Thus, there are noticeable distinctions among 
spectral groups, but discerning these spectra with the naked 
eye appears to be exceedingly challenging. Therefore, the 
utilization of machine learning techniques is essential for 
addressing this issue.

PCA were firstly used for dimensionality reduction. 
This step is crucial because the optimum number of fea-
tures are directly related to classifier performance. The use 
of all variables in spectral data will increase model com-
plexity and training time. On the other hand, inadequate 
feature selection will lead to a decrease in classifier perfor-
mance, resulting in poor classification accuracy. Therefore, 
choosing the optimal number of features is a key step for 

Figure 1. Mean serum Raman spectra of COVID-19 pa-
tients, suspected cases, and healthy controls.
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a classification problem. Here, PCA was performed for 
extracting linear features from the dataset. Figure 2 shows 
the variances holding by each principal component. First 
principal component has the maximum variance, and the 
variance decreases from the first principal component to 
last principal component. The first 20 principal compo-
nents carry most of the variance in the dataset and variance 
does not change much after these 20 components as seen 
in Figure 2. 

In this study, the first 40 principal components that 
carry the largest amount of variance (>95%) in the data 
set were used. These principal components were fed into 
the classifiers. Two and three dimensional PCA plots for 
COVID-19 patients, suspected cases, and healthy controls 
are given in Figure 3A and B, respectively. There is not a 
clear discrimination for two and three dimensional PCA 
space as seen in these figures. However, the data given to 
the classifiers are located in a 40-dimensional PCA space 
not in 2 or 3 dimensional spaces. PCA can effectively reveal 
patterns in the dataset for this reason first 40 principal com-
ponents extracted with PCA were used as input variables 
for classification. Some classification algorithms (SVM, 
KNN, and DT) were performed to distinguish three groups 
of COVID-19 patients, suspected cases, and healthy con-
trols. At this step, 40 principal components were used as 
features for all classifiers. The 10-fold cross-validation tech-
nique was employed to provide an objective evaluation of 
the classifier performances.

The mean accuracies with standard deviation were 
calculated by using 50 randomly distributed sets. Figure 
4 demonstrates accuracies of each classifier through inde-
pendent 50 runs. The SVM classifier exhibits mean accu-
racy value of 86.5%±0.7 while KNN classifier ensures the 
slightly better mean accuracy of 87.3%±0.6 than the SVM 
classifier. On the other hand, the DT classifier gives the 
worst mean accuracy of 69.2±1.9 among others. Generally, 
KNN and SVM classifiers provide better results for the clas-
sification of spectral dataset [17]. 

Although determining the classifier performance calcu-
lation of mean accuracy is the frequently used method it is 
absolutely not enough. Other metrics are needed to objec-
tively evaluate the classifier performance. The most used 
metrics are sensitivity, precision, and AUC. Accuracy, sen-
sitivity, and precision values are derived from the confusion 
matrix through calculations. The confusion matrix serves 
as a vital performance evaluation tool within the domains 
of machine learning and statistics. It offers a more in-depth 
perspective on a classification model’s performance when 
compared to accuracy alone. This is because it considers 
both false positives and false negatives, which can be pivotal 
in real-world applications. It is an essential tool for evaluat-
ing the effectiveness of classification models and comparing 
different models or tuning their parameters. Figure 5 a-c 
shows the confusion matrices of SVM, KNN, and DT clas-
sifiers respectively. Within this matrix, each row signifies 
the quantity of spectra in a true class, while each column 
signifies the number of spectra in a predicted class. The ele-
ments along the main diagonal indicate the number of cor-
rectly classified spectra, whereas the off-diagonal elements 
indicate the number of misclassified spectra. Here, SVM 
and KNN classifiers yield more successful results than DT 
in distinguishing classes. However, KNN provides slightly 
better results than SVM for the discrimination of COVID-
19 and suspected classes. On the other hand, SVM exhibits 
more successful results in distinguishing the healthy class 

Figure 3. PCA scores of serum Raman spectra of COVID-19 
patients, suspected cases, and healthy controls. Score plot of 
PC1 vs. PC2 (A). Score plot of PC1 vs. PC2 and PC3 (B).

Figure 2. Explained variance of the first 50 principal com-
ponents found by applying PCA to the dataset.
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compared to KNN. The accuracy, sensitivity, and preci-
sion values of classifiers are provided in Table 1. Sensitivity 
(recall) quantifies the model’s capacity to accurately recog-
nize positive instances out of all the actual positive instances 
in the dataset. Especially in medical applications, the cost 
of missing a true positive (a disease) can be critical as it 
may delay treatment or lead to severe consequences for the 
patient. Therefore, high sensitivity is desirable for medical 
applications. As seen in Table 1, KNN classifier illustrates 
higher sensitivity values for COVID-19 and suspected 
cases. On the other hand, SVM shows better sensitivity for 
healthy group. However, it is important to keep in mind 
that sensitivity should be considered in conjunction with 

other performance metrics, such as precision, and accuracy. 
Precision is another fundamental performance metric used 
to evaluate the quality of a classification model. The preci-
sion value of SVM model for the COVID-19 class is found 
better with 0.96 and other classes give similar results for 
SVM and KNN models. By contrast with SVM and KNN 
models, DT classifier gives the worst results for sensitivity, 
precision, and accuracy. 

The AUC value is derived from the ROC (Receiver 
Operating Characteristic) curve, which plots sensitivity 
(y-axis) against 1-specificity (x-axis). It serves as a sig-
nificant metric for evaluating classifier performance as 
it represents the area under the ROC curve [22, 23]. The 
ROC curve provides a visual representation of the balance 
between the true positive rate (sensitivity) and the false pos-
itive rate (1-specificity) across various classification thresh-
olds. The curve plots sensitivity (TPR) on the y-axis against 
1-specificity (FPR) on the x-axis, and each point on the 
curve corresponds to a different threshold value. An opti-
mal ROC curve closely follows the top-left corner, signifying 
high sensitivity and a low false positive rate across different 
threshold values. Here, the AUC values are found as 0.97, 
0.93, and 0.87 for SVM, KNN, and DT classifiers respec-
tively. Although, KNN classifier provides the highest accu-
racy, the AUC value of it lower than SVM classifier. A high 

Figure 5. Confusion matrices and receiver operating curves 
of SVM, KNN, and DT classifiers. A. Confusion matrix of 
SVM B. Confusion matrix of KNN C. Confusion matrix of 
DT D. ROC of SVM E. ROC of KNN F. ROC of DT.

Figure 4. Accuracy values of A. SVM, B. KNN C. DT clas-
sifiers with 50 randomly distributed sets.
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accuracy value indicates that the classifier is making correct 
predictions overall, regardless of class. It calculates the ratio 
of correctly classified samples to the total number of samples 
within the dataset. High accuracy suggests that the model 
is good at making correct predictions for both positive and 
negative instances. A high AUC value, on the other hand, 
indicates that the classifier is good at distinguishing between 
positive and negative instances. The AUC represents the area 
under the ROC curve and measures the classifier’s ability to 
rank instances correctly. A high AUC means that the classi-
fier is capable of achieving high true positive rates (sensitiv-
ity) and low false positive rates (1-specificity) across various 
classification thresholds. Ultimately, the choice between the 
two classifiers depends on the specific requirements of the 
problem and the associated costs or implications of misclas-
sifications. If correctly distinguishing positive instances is 
more critical (e.g., medical diagnosis), the classifier with a 
high AUC might be preferred.

Consequently, the classification of Raman spectra 
belonging to COVID-19, suspected cases, and healthy 
individuals’ blood serum samples was performed. In this 
context, SVM and KNN yielded quite similar results, while 
the DT model provided the worst outcome. In some classes, 
SVM demonstrates superior performance concerning accu-
racy, sensitivity, and precision while KNN outperforms in 
other scenarios. Despite the KNN classifier yielding higher 
accuracy, in cases such as disease detection-based datasets, 
opting for the classifier with a higher AUC value would be 
more appropriate. Since a high AUC value shows high dis-
crimination power between positive and negative classes. 
On the other hand, more data is needed to generalize these 
results. The main limitation of this study is limited access 
to the data. Making a greater portion of the dataset publicly 
available will enable machine learning models to achieve 
a more robust generalization of the results. Moreover, as 
the data volume increases, deep learning techniques that 
have the potential to provide superior outcomes compared 

to traditional machine learning models will also become 
available. As a result, although the results obtained are 
promising, more data are needed for generalization.

CONCLUSION

Rapid COVID-19 detection is of utmost importance as 
it allows for swift identification and isolation of infected 
individuals, curbing the spread of the virus within com-
munities and preventing outbreaks. Timely detection also 
enables prompt medical intervention, reducing the severity 
of cases and ultimately saving lives. Raman spectroscopy 
can be a powerful alternative to conventional methods for 
the rapid detection of COVID-19. Here, the discrimina-
tion of COVID-19, suspected cases, and healthy controls 
serum Raman spectra were performed. Data preprocessing 
involved feature extraction using PCA, and classification 
was carried out using SVM, KNN, and DT classifiers. The 
performance of the classifiers on the test data, evaluated 
through 10-fold cross-validation, was assessed using accu-
racy, sensitivity, precision, and AUC values. Thanks to the 
machine learning techniques similar spectra were discrimi-
nated successfully. SVM and KNN algorithms provide high 
accuracy, sensitivity, and precision results for the discrimi-
nation of COVID-19, suspected cases, and healthy controls. 
In summary, Raman Spectroscopy and machine learning 
emerge as a dependable and robust approach for distin-
guishing COVID-19 cases rendering it highly prospective 
for clinical implementations.
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healthy 0.87 0.79
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COVID-19 0.83 0.83
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SVM: Support vector machine; KNN: k-nearest neighbors; DT: Decision tree.
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