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1. Introduction  
An international concern, climate change is defined by 
the rise in greenhouse gases in the atmosphere brought 
on by human activity, which has serious negative effects 
on the environment and society. Fossil fuel combustion, 
deforestation, and agricultural practices are a few 
examples of human-caused activities that contribute to 
the atmospheric buildup of greenhouse gases, primarily 
carbon dioxide (CO₂). The primary contributors to global 
warming and the long-term alterations in the climate 
system are these gases [1], [2]. CO₂ emissions create 
effects such as increasing temperature on the earth's 
surface, rising sea levels, extreme weather changes, and 
devastating consequences on ecosystems [3]. One of 
the regions where water stress and drought are most 
intense is the Middle East. This problem directly affects 
agricultural areas. CO₂ emission rates in Middle Eastern 
countries are expected to increase by 13.28% by 2026 
[4].  According to Global Carbon Atlas data, the country 
with the highest average CO₂ emission per capita is Sint 
Maarten (Dutch part) [5]. Countries with more than 10 
tonnes of CO₂ emissions per capita in the Global Carbon 

Atlas dataset are shown in Figure 1. 

Figure 1.  Average CO₂ Amount of Countries 

Figure 1 shows the average tCO₂ emissions per capita 
for Sint Maarten (Dutch part) between 1926-2023, 
although it varies by country. 

Carbon dioxide emissions, a significant contributor to 
climate change, have far-reaching consequences for 
Türkiye's environmental and economic systems. The rise 
in temperatures and alteration of rainfall patterns are 
intensifying the scarcity of water in regions such as 
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Southeast Anatolia, where agriculture is significantly 
reliant on irrigation [6]. The aforementioned water 
stressors result in diminished agricultural productivity 
and elevated water management costs, directly 
impacting food security and rural livelihoods [7]. 
Furthermore, urban areas are confronted with 
heightened risks of heat waves and flooding due to 
extreme weather events, necessitating costly 
adaptations to infrastructure [8]. These challenges 
underscore the imperative for targeted climate policies 
and emission reduction strategies tailored to Türkiye's 
distinctive socio-economic and environmental context. 

In this context, monitoring CO₂ emissions and predicting 
their future trends are critical in combating climate 
change. Estimating emissions is vital for both 
environmental policies and economic planning. With 
conventional modeling techniques, it might be difficult to 
forecast complicated environmental variables, such as 
CO2 emissions. Machine learning approaches, on the 
other hand, have become a powerful tool for analyzing 
and forecasting time series data lately [9], [10]. 

The application of machine learning techniques has 
constituted a significant area of investigation within the 
domain of estimation and analysis of CO₂ emissions.  

In particular, machine learning methods have been 
employed for the estimation of greenhouse gas 
emissions in Türkiye. Papucçu and Bayramoğlu (2016) 
employed an artificial neural networks method to 
estimate CO₂ emissions, utilizing energy production and 
consumption data, as well as the amount of energy used 
for industrial production and transportation [11]. Garip 
and Oktay (2018) employed random forest and support 
vector machine methods to estimate Türkiye's CO₂ 
emissions [12]. Pence et al. (2023) estimated the energy 
production and emissions from animal manure using 
machine learning methods such as support vector 
machines (SVM), multi-layer perceptron’s (MLP), and 
linear regression (LR) [13]. 

Machine learning is a set of algorithms that can perform 
certain tasks by learning from data, and it offers models 
that can especially cope with large data sets and capture 
complex patterns. Autoregressive Integrated Moving 
Average (ARIMA) and Long Short-Term Memory (LSTM) 
networks are the two main machine-learning techniques 
for estimating CO2 emissions [14-17]. These models can 
predict future emission levels by analyzing past emission 
data and thus contribute to the shaping of environmental 
policies. 

The Global Carbon Atlas open-access data set 
published in 2023 was used in the study. The selection 
of the Global Carbon Atlas dataset is based on a number 
of criteria that serve to highlight its importance and 
accuracy for the analysis of CO₂ emissions in Türkiye. 
Firstly, the dataset provides comprehensive and open-
access data on per capita CO₂ emissions for countries 
worldwide, with annual updates that guarantee temporal 
reliability and relevance [5]. In comparison to other 
sources, such as those provided by the World Bank or 

the European Environment Agency, the Global Carbon 
Atlas dataset is specifically focused on carbon 
emissions, offering a more detailed perspective that 
facilitates comprehensive modeling and forecasting. 
Furthermore, its structured format is highly compatible 
with machine learning frameworks, including LSTM and 
ARIMA. This compatibility ensures greater accuracy and 
reliability in the results of the study, particularly in 
forecasting Türkiye's future CO₂ emission trends [18]. 

LSTM and ARIMA models were trained with tCO₂ (ton-
carbon dioxide) emission data per capita. When the 
models were evaluated with performance metrics, LSTM 
and ARIMA models achieved success with 90.4% and 
94.3% R^2 scores, respectively. The results obtained 
are promising in estimating Türkiye's CO₂ emission 
amounts in the coming years. 

In the introduction section of the study, information about 
CO₂ emission amounts and literature research is given. 
In the second section, the data set used in the study, the 
methods used, and performance metrics are explained. 
In the third section, the application results obtained are 
evaluated and discussed. Finally, the study was 
completed with the conclusion section. 

2. Materials and Methods 
The dataset used in the study is given in section 2.1, and 
the literature review of LSTM, SVM, and RF models is 
given in sections 2.2, 2.3, and 2.4, respectively. The 
performance metrics used in the models are given in 
section 2.5. In addition, a 4x3090 RTX graphics 
processor and a GPU server with 120 GB memory were 
used in the application phase of machine learning 
methods. 

2.1. Dataset 
In this study, the Global Carbon Atlas open-access 
dataset published in 2024 was used [5]. The dataset 
provides annual CO₂ emission amounts of countries and 
per capita emission amounts (tons). The data used in the 
study includes annual CO₂ emission amounts of Türkiye, 
and estimates were made to make future emission 
estimates. The data for Türkiye covers the period 1865-
2023.  

The utilization of data from this historical range, 
comprising 158 years of data, enabled the development 
of artificial intelligence models with the objective of 
enhancing the precision of CO₂ emission estimates, 
thereby facilitating the formulation of efficacious climate 
policies. Figure 2 illustrates the per capita tCO₂ (tonnes 
of carbon dioxide) in Türkiye between 1865 and 2023. 
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Figure 2. Türkiye’s CO₂ emission levels over the years 

As seen in Figure 2, there is a gradual increase in the 
amount of CO₂ emissions per capita in Türkiye from 
1865 to 2023. 

2.2. LSTM 
LSTM is a recurrent neural network (RNN) model. This 
model works very effectively on time series and 
sequential data. Unlike traditional RNN networks, 
effective results can be obtained in learning data with 
long-term dependencies [19], [20], [21]. The architecture 
of the RNN network is shown in Figure 3. 

 
Figure 3. The architecture of the RNN network [20]. 

Its internal loop structure, as shown in Figure 3, 
demonstrates dynamic behavior by creating a temporal 
link between the most recent and earlier states. The 
input at time and the output at time define the output at 
time in the figure. Equation 1 and Equation 2 represent 
the RNN computation procedure: 

ℎ! = 𝑡𝑎𝑛ℎ(𝑈𝑥! +𝑊ℎ!"# + 𝑏$)  (1) 
 

𝑦! = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥3𝑉ℎ! + 𝑏%5   (2) 

In the case of 𝑥!, ℎ!, and 𝑦!, the input vector, hidden cell 
state, and output at time t are denoted, respectively. 𝑊, 
𝑈, and 𝑉 stand for the respective RNN layer's weight 
matrices. These parameters are bias vectors, 𝑏$, and 
𝑏%	[20]. 

2.3. ARIMA 
ARIMA is a potent technique for forecasting and 
modeling time series data. This model works based on 
past values (autoregressive), differenced states 
(integrated), and moving average components of the 
data. ARIMA models developed by Box and Jenkins 
(1976) [22] provide a systematic approach that allows 
both stationarization and forecasting of time series data. 
However, studies by Zhang [23] indicated that the linear 
assumptions of ARIMA models may limit the 
performance in time series with more complex patterns 
and proposed hybrid models. ARIMA is widely used in 

many areas such as finance, climate forecasting, and 
emission forecasting. 

2.4. Performance Evaluation Metrics 
The trained models' performance in forecasting CO₂ 
emission regression is measured utilizing a variety of 
performance assessment criteria. R Square Error (𝑅2), 
Mean Squared Error (𝑀𝑆𝐸), Mean Absolute Error (𝑀𝐴𝐸), 
and Root Mean Squared Error (𝑅𝑀𝑆𝐸) performance 
evaluation metrics are used in the study. The following 
equations provide the metrics' mathematical 
expressions. Within the metrics, 𝑦 represents the actual 
value, 𝑦< represents the average value of 𝑦, and 
𝑦=	represents the value that was forecasted  [24]. 

𝑀𝑆𝐸 = !
"
∑ (𝑦# − 𝑦)#)$"
#%!    (3) 

 

𝑅𝑀𝑆𝐸 = ,∑ ('(!)'!)"

"
"
#%!    (4) 

 

𝑀𝐴𝐸 = !
"
∑ |𝑦# − 𝑦)#|"
#%!    (5) 

 

The convergence of 𝑀𝑆𝐸, 𝑅𝑀𝑆𝐸, and 𝑀𝐴𝐸 metrics to 
zero indicates that the error rate of the model is low. 

𝑅$ = 1 − ∑ ('(!)'!)"
#
!$%

∑ ('!)',!)"#
!$%

   (6) 

The convergence of the expression to one indicates that 
the error rate of the model is low. These metrics are 
frequently employed in regression analysis to evaluate 
the precision and calibration of predictive models. 

 

The 𝑀𝐴𝐸 is a measure of the average magnitude of 
errors in a set of predictions, without consideration of 
their direction. It offers a straightforward means of 
understanding the accuracy of predictions. 

The 𝑀𝑆𝐸 is a statistical measure that calculates the 
average of the squared differences between the 
predicted and actual values. It assigns greater weight to 
larger errors. This sensitivity to outliers can be 
advantageous when large errors are particularly 
undesirable. The 𝑅𝑀𝑆𝐸	is the square root of the 𝑀𝑆𝐸, 
which returns the error metric to the original units of the 
target variable, thus facilitating interpretation. The 
coefficient of determination 𝑅$ demonstrates the 
proportion of the variance in the dependent variable that 
can be predicted from the independent variables, 
thereby providing insight into the explanatory power of 
the model. Collectively, these metrics offer a 
comprehensive view of model performance, addressing 
different aspects such as error size, sensitivity to outliers, 
and explanatory power. 
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3. Result and Discussion 
In this study, the dataset was partitioned into training and 
test data at 70%-30%, 75%-25%, and 80%-20%, 
respectively, with the objective of predicting future 
annual per capita CO₂ emissions. The highest level of 
success was achieved with a training and testing ratio of 
80:20. Two models, LSTM and ARIMA, were employed 
to predict the emission data. The results of the model 
predictions were visualized. The performance of each 
model was evaluated by comparing the RMSE, MAE, 
MSE, and R² performance metrics. 

The hyperparameters of the LSTM model exert a direct 
influence on the model's performance. The time step 
determines the extent to which the model evaluates 
historical data from a previous point in time. This value is 
selected in accordance with the characteristics of the 
dataset and the learning capacity of the model. The 
number of epochs indicates the number of times the 
model passes over the training data; the number of 
epochs that usually yields optimal results in the 
validation set is determined. The choice of optimizer 
affects the learning speed and overall performance of the 
model; adaptive optimization algorithms such as Adam 
usually yield faster and more stable results. The choice 
of LSTM hyperparameters was determined by an 
empirical method. Table 1 shows the hyperparameters 
of the LSTM model.  

Table 1. LSTM Hyper Parameters.. 

Parameters Name Value 

Time-Step 10 

Epoch 200 

Optimizer Adam 

Learning Rate 0.001 

Loss MSE 

Batch Size 64 

The LSTM model was trained with the hyperparameters 
in Table 1. The training and test prediction performance, 
as well as the CO₂ emission estimates between 2014 
and 2040, are shown in Figure 4.  

Figure 4. Estimation of the LSTM model on real data 

The forecasts obtained from the LSTM model on the 
training and test data are rather consistent, as shown in 

Figure 4. Based on past data, the model correctly 
forecasted future CO2 emissions for 2024–2040.  

The hyper-parameters of the ARIMA model, namely p 
(number of autoregressive terms), d (number of 
differences required to make the time series stationary), 
and q (number of moving average terms), are empirically 
determined as 5, 1, and 0, respectively. 

Figure 5. Estimation of the ARIMA model on real data. 

Figure 5 displays the ARIMA model's performance 
graph. As the graphic illustrates, the ARIMA model is 
shown to fit actual data more accurately than the LSTM 
model. This evaluation means that the ARIMA model is 
more successful for the current problem. 

Table 2. LSTM and ARIMA performance metric results. 

Performance 
Metrics  

and  
Models 

MAE MSE RMSE R2 

Train 

Test 

Train 

Test  

Train 

Test  

Train 

Test 

LSTM 7.36% 18.98% 1.11% 5.25% 10.56% 22.92% 98.07% 90.43% 

ARIMA 3.15% 15.67% 0.25% 3.48% 5.05% 18.66% 99.46% 94.3% 

The LSTM and ARIMA models' training and testing 
performance outcomes are displayed in Table 2.  

The findings demonstrate that the ARIMA model exhibits 
the most optimal performance and effectively 
approximates the annual CO₂ emissions estimation. The 
ARIMA model yielded more precise forecasts than the 
other models, exhibiting lower error metrics and a high 
R² score. By the year 2040, the estimated amount of 
tCO₂ emissions (tonnes) per capita is 5.077. The 18-year 
average forecast of the ARIMA model predicts a figure 
of 5.056 tCO₂; this is a more accurate estimation than 
that provided by other models. The effectiveness of the 
ARIMA model is due to the linear ranges and seasonality 
of CO₂ emission data, which are better represented by 
this model. The superior performance of the ARIMA 
model with limited data is a result of its ability to handle 
larger datasets and more programming resources, which 
are required by LSTM models. 

It is of paramount importance to be able to make 
accurate forecasts of CO₂ emissions if we are to develop 
effective environmental policies. Policymakers can set 
realistic and achievable emission reduction targets using 
ARIMA and LSTM models. These predictive models 
assist in the assessment of the potential impacts of 
proposed policies on future emissions, thereby 
facilitating informed decision-making. Furthermore, an 
understanding of future emission trends allows for more 
effective planning and resource allocation to mitigate 
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climate change. For instance, a study on forecasting CO₂ 
emissions in India using ARIMA demonstrated the 
model's efficacy in providing evidence-based information 
to assist in the implementation of sustainable climate 
policies. 

The utilization of emission forecasts by industries 
enables the optimization of operational processes 
through the prediction of emission trends and the 
subsequent adjustment of production procedures to 
minimize environmental impact. Furthermore, predictive 
models assist in ensuring compliance with environmental 
regulations by forecasting future emission levels. 
Furthermore, precise forecasts facilitate the formulation 
of long-term sustainability strategies and investments. A 
study on generation decarbonization utilizing ARIMA-
LSTM models emphasized their significance in industrial 
decision-making, exemplifying their deployment in 
forecasting coal-generated electricity and carbon dioxide 
emissions. 

In conclusion, integrating ARIMA and LSTM model 
forecasts into decision-making processes offers valuable 
insights for policymakers and industries alike, enabling 
the implementation of proactive measures to address 
climate change and promote environmental 
sustainability. 

4. Conclusions 
In this study, LSTM and ARIMA models were trained to 
estimate CO₂ emissions in the coming years (2024-
2040) using Global Carbon Atlas Türkiye data. The 
models' ability to effectively estimate CO₂ emissions was 
assessed using success indicators such as RMSE, MAE, 
MSE, and R². In addition, the amount of CO₂ emissions 
in the coming years (2024-2040) was estimated. 

The LSTM model showed good performance in general 
with MAE, MSE, RMSE, and R² test performance metric 
values of 18.98%, 5.25%, 22.92%, and 90.43%, 
respectively. The ARIMA model stood out by exhibiting 
better performance than the LSTM model with MAE, 
MSE, RMSE, and R² test performance metric values of 
15.67%, 3.48%, 18.66%, and 94.3%, respectively. 

In the present study, we employ the ARIMA and LSTM 
models to forecast CO₂ emissions up to 2040. To 
evaluate the precision of these forecasts, we initially 
establish a baseline by examining the performance of 
our model on historical data. To assess the accuracy of 
future forecasts, we intend to utilize recent emissions 
data from official sources, including Türkiye's Informative 
Inventory Report (IIR). These data will enable us to 
assess the accuracy of our forecasts by providing 
detailed information on emission sources and quantities 
[25].  

Future studies could investigate increasing the prediction 
accuracy by incorporating hybrid models or additional 
features into the model. 
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