
Journal of Metaverse 
Research Article 

Received: 2024-12-05 | Reviewing: 2024-12-09 & 2025-03-19 | Accepted: 2025-03-19 | Online: 2025-03-21 | Issue Date: 2025-06-30 

Year:2025, Volume:5, Issue:1, Pages:64-72, Doi: 10.57019/jmv.1596909 

 
This work is licensed under a Creative Commons Attribution 4.0 International License. 

 

64 

Cite (APA): Sabuncu, O., Bilgehan, B. (2025). Human-Centric IoT-Driven Digital Twins in Predictive Maintenance for Optimizing Industry 5.0. Journal of 

Metaverse. 5(1), 64-72. Doi: 10.57019/jmv.1596909 
 

Human-Centric IoT-Driven Digital Twins in 

Predictive Maintenance for Optimizing Industry 5.0 
Özlem SABUNCU 

Electrical and Electronic Engineering & 

Research Center for Science, Technology and Engineering 

(BILTEM) 

Near East University 

Mersin, Türkiye 

ozlem.sabuncu@neu.edu.tr 

0000-0002-9159-7791 

(Corresponding Author) 

Bülent BİLGEHAN 

Electrical and Electronic Engineering & 

Research Center for Science, Technology and Engineering 

(BILTEM) 

Near East University 

Mersin, Türkiye 

bulent.bilgehan@neu.edu.tr 

0000-0003-1615-6766 

 
Abstract— Predictive maintenance now heavily relies on digital 

twins and the Internet of Things (IoT), allowing industrial assets 

to be monitored and make real-time decisions. However, adding 

human components to conventional optimization processes 

creates new difficulties as Industry 5.0 moves toward human-

centric systems. Existing frameworks frequently disregard 

human preferences, intuition, and safety considerations, which 

makes human operators distrustful and unwilling to accept 

them. This paper presents a novel multi-objective optimization 

framework to enable predictive maintenance that incorporates 

human feedback into IoT-driven digital twins. The framework 

uses an enhanced particle swarm optimization (PSO) algorithm 

to reconcile competing goals, including maintaining operator 

safety, optimizing asset reliability, and minimizing maintenance 

costs. Furthermore, maintenance tasks are adaptively scheduled 

using built-in reinforcement learning (RL), and optimized model 

parameters are fine-tuned to improve predictive accuracy using 

Bayesian optimization. The latter is based on real-time 

operational data. In addition to promoting a safer working 

environment, the suggested approach significantly reduces 

unplanned downtime and maintenance costs. This research 

contributes to developing more resilient, adaptive, and 

collaborative industrial systems by aligning with the human-

centric principles of Industry 5.0. The proposed model was tested 

using the maintenance duration and improved 10 to 100 hours. 

The model was compared with the PSO algorithm, 

demonstrating its superiority with a 7.5% reduction in total 

maintenance cost and a 6.3% decrease in total downtime. These 

improvements enhance operational efficiency and better human-

machine collaboration by minimizing unnecessary interventions 

and optimizing resource allocation. 

Keywords— Industry 5.0, Digital twin, IoT, Predictive 

maintenance, Enhanced PSO 

I. INTRODUCTION 

The integration of digital twin and Internet of Things (IoT) 
technologies into the industry makes a significant contribution 
to its innovation potential [1-4]. Digital twin technology is a 
real-time virtual representation of physical environments, 
which simulates industries' operations and optimizes 
companies' processes [5-8]. 

The continuous data flow from the sensors updates the 
historical data in operation. Compared to traditional methods, 
proactive and predictive maintenance approaches minimize 
operational interruptions in industries and extend equipment 
lifespan [9-12].  

The advent of Industry 5.0 has shifted the focus towards a 
deeper collaboration between human intelligence and machine 
capabilities, moving beyond the automation-driven approach 
of Industry 4.0. This transition introduces new technological 
requirements, including the need for systems that prioritize 
human factors such as safety, satisfaction, and collaborative 
decision-making alongside technical efficiency [13, 14]. As 
such, Industry 5.0 calls for more advanced optimization 
frameworks that integrate human-machine synergy, allowing 
for more adaptable, context-aware systems in rapidly evolving 
environments. Compared to the old version, Industry 5.0 
requires an advanced optimization approach that considers 
human and technical aspects to ensure performance and user-
centricity. Despite the increasing importance of human-
machine collaboration in existing predictive maintenance 
frameworks, human preferences, intuition, and real-time 
feedback are not sufficiently considered. This deficiency leads 
to wrong decisions, reduced trust in automated systems, and 
reduced adaptability in rapidly changing industrial 
environments [15-20]. 

This study proposes a framework to improve and optimize 
maintenance processes by considering the human factor using 
IoT-based digital twins. This method is established to solve the 
weaknesses in the current system to increase system and 
employee safety, reduce maintenance costs, and balance 
conflicting objectives. The algorithm provides a flexible 
optimization system that complies with Industry 5.0 standards 
and strengthens human-machine collaboration, enabling 
effective decision-making [21-26]. 

The proposed optimization offers three main contributions. 
The first is to interface humans with the machine, allowing 
humans to be integrated into the process. The second is to 
weight the parameters to minimize cost and time using the 
digital twin process. The third is introducing a framework to 
reduce maintenance costs, increase accuracy, and promote 
calibration between humans and the automated system.  

This paper is organized as follows: Section 2 presents the 

related work. Section 3 provides the proposed system 

architecture and optimization methodology. Section 4 

introduces the mathematical model and problem formulation. 

Section 5 gives the simulation setup and results. Section 6 

concludes the research work. 



Journal of Metaverse 
Sabuncu and Bilgehan 

 

 
This work is licensed under a Creative Commons Attribution 4.0 International License.  

 

65 
 

II. RELATED WORK 

The predictive maintenance process became significant 
after IoT and digital twin technology were introduced. The 
main task in such an operation is to improve equipment 
reliability, allow data-driven decision-making, and enable real-
time monitoring. The work in this paper investigates a research 
method for Industry 5.0 using optimization method, IoT, and 
digital twin for a successful predictive maintenance method. 
There are several research papers [27, 28] investigating the use 
of IoT to enable real-time data collection for industrial 
equipment. The latest research papers [29, 30] are considering 
machine learning methods to predict the failures of industrial 
systems. The paper in [31] presented a framework that 
combines machine learning with IoT-related data to forecast 
the lifespan of critical components. The studies indicate precise 
predictions by using IoT technology. The work in Industry 4.0 
did not include the human factor in the operation. However, the 
upcoming Industry 5.0 requires the human factor to be 
essential to the operation to increase trust and cooperation. The 
operational accuracy of Industry 5.0 has further increased by 
applying digital twins.  

The paper [32] introduces a digital twin operation that 
duplicates physical assets for major predictive maintenance. 
The advantage of this operation is that it allows real-time 
simulation and analysis for predictive maintenance. The paper 
also demonstrates the precision of decision-making stages. The 
paper [33] indicated that digital twins can lower the risk of 
failures for unplanned operations.  

The studies are important to highlight the application of the 
digital twins, but human-centric factors and multi-objective 
optimizations are not considered in the process. The multi-
objective optimization method is one of the suitable algorithms 
for predictive maintenance strategy. The paper [34] optimizes 
the maintenance schedule, considering reliability and cost 
factors. Furthermore, the paper [35] utilizes machine learning 
methods to modify maintenance in real-time based on the 
conditions of the equipment. Most research papers concentrate 
on technical performance majors without cooperating user 
references as needed in Industry 5.0.  

The literature provides optimization methods for predictive 
maintenance. These methods include IoT and digital twins. 
The methods used today concentrate on cost and reliability 
factors, but little is known about dynamic, real-time 
optimization methods.   

The proposed model presents an optimization framework 

using a multi-objective algorithm that considers the IoT-driven 

digital twins and humans in the mechanisms. The proposed 

model prioritizes safety and human concerns for predictive 

maintenance systems. This research aims to increase the 

flexibility and understandability of predictive maintenance 

approaches. 

III. SYSTEM ARCHITECTURE  

This section describes the methodology for combining 

advanced optimization methods and IoT digital twins into a 

maintenance framework for Industry 5.0. As shown in Figure 

I, the main difference between Industry 4.0 and Industry 5.0 

is the human interaction, including resilience and 

sustainability. 

 
FIGURE I. ARCHITECTURE OF INDUSTRY 4.0 AND INDUSTRY 

5.0 

Figure I illustrate the transition from Industry 4.0, which 
focuses on automation and robotics, to Industry 5.0, which 
integrates human intelligence into production. 

On the left side of the figure, Industry 4.0 is depicted with 
a robot-driven factory where robots receive instructions and 
perform mass production. The primary characteristic here is 
automation, with minimal human involvement. 

In the center, human intelligence plays a crucial role in 
shifting from repetitive tasks to more complex decision-
making. 

On the right side of the figure, Industry 5.0 introduces 
human-robot collaboration, emphasizing mass customization 
rather than generic mass production. This approach enhances 
resilience and sustainability, as seen in the accompanying 
icons representing these principles. 

The flow between the two paradigms highlights how 
industries are evolving to balance automation with human 
creativity and flexibility. 

The work adopts a digital twin model that enables the 

analysis of the equipment's life cycle using real-time data sent 

from the sensors. Digital twin processing offers the advantage 

of simulating the behaviour and monitoring the maintenance 

procedure of the equipment and machinery in the production 

line. The main block of the digital twin architecture is shown 

in Figure II. 

 
FIGURE II. DIGITAL TWIN STRUCTURE 
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The main parts of the framework consist of the IoT sensing 
layer, the digital twin layer, and the human interaction 
optimization layer to operate a maintenance prediction 
mechanism. The designed architecture provides real-time 
monitoring, a data-driven decision model, and human-
machine interaction. Figure II illustrates physical and virtual 
equipment interaction through a digital twin. 

At the bottom, physical equipment collects data through 
embedded sensors. The collected data moves to the processing 
stage, where a system interprets and stores it. 

The processed data is used in the top section to generate a 
virtual representation of the equipment. The cycle is 
completed as the generated insights are used for managing 
physical equipment, enabling real-time monitoring, fault 
detection, and predictive maintenance. 

The digital twin system creates a feedback loop, ensuring 
continuous optimization and improved efficiency. 

The complete framework architecture was generated using 

ChatGPT and demonstrated in Figure III. 

 
FIGURE III. FRAMEWORK ARCHITECTURE LAYERS 

The main units consisting of the framework layers are 
described in the following subsections.  

Figure III provides a multi-layered visualization of an 
advanced smart factory that integrates IoT sensors, Digital 
Twins, and AI-driven decision-making for optimized 
industrial operations. 

The bottom layer represents Digital Twins, creating a 
virtual simulation of machinery and processes. The middle 
layer focuses on IoT sensing optimization, where 
interconnected devices collect real-time data. The top layer 
emphasizes decision-making and maintenance, where AI-
driven analytics predict potential failures, ensuring proactive 
maintenance. 

The human operator's role is also evident, as decision-

making is enhanced through human expertise rather than 

being fully automated. The factory benefits from predictive 

maintenance, resource efficiency, and enhanced operational 

reliability. 

A. IoT Sensing Layer 

The IoT sensing layer is responsible for real-time data 

collection from the equipment's sensor units. The sensors 

transmit data to the digital twin using an IoT gateway. The data 

includes important parameters such as vibrations, temperature, 

pressure, and operational status. 

B. Digital Twin Layer 

The digital twin receives data continuously from the IoT 

sensors within the units and machinery. The data received from 

IoT sensors update the historical data in the storage. The 

updated data remains a database that can be used for failure 

prediction purposes. The prediction is an analysis to identify 

the variation between the historical data and updated data. The 

digital twin model tests various scenarios with different 

maintenance approaches using different decision variables 

before they are implemented in the real system. Implementing 

the digital twin model improves the model’s predictive 

accuracy and reduces the risk included in maintenance 

decisions. 

C. Human Interaction Optimization Layer 

Human interaction optimization contributes by integrating 
real-time user preferences, domain expertise, and adaptive 
decision-making feedback into the optimization process. By 
using the enhanced PSO algorithm with human-in-the-loop 
adaptation, the aim is to reduce cost, increase reliability, and 
enhance safety. 

The human interface actively gathers inputs, including 
operator adjustments, expert-driven parameter tuning, 
heuristic insights, and contextual awareness, ensuring the 
optimization process remains dynamic and responsive to real-
world conditions. Unlike traditional autonomous optimization 
approaches, this framework allows human operators to inject 
qualitative judgment, adjust constraints, and fine-tune 
algorithmic parameters in response to environmental changes, 
operational demands, or unexpected anomalies. 

To facilitate seamless human-machine collaboration, the 
system employs interactive dashboards, real-time monitoring 
tools, and feedback loops that provide users with actionable 
insights and performance metrics. These interfaces enable 
operators to analyze optimization trends, compare different 
parameter configurations, and introduce modifications that 
align with specific operational goals such as energy efficiency, 
resource allocation, or fault tolerance. 

Furthermore, integrating AI-driven decision support 
systems enhances the interaction layer by offering suggestive 
feedback mechanisms, predictive analytics, and scenario-
based recommendations. This ensures that human inputs are 
reactive and proactive in anticipating challenges, mitigating 
risks, and optimizing outcomes. 

By embedding human expertise within the optimization 

cycle, the system achieves a hybrid intelligence approach, 

where algorithmic efficiency is complemented by human 

intuition, strategic reasoning, and contextual adaptability. This 

ultimately leads to a more robust, adaptive, and user-centric 

optimization framework. 
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IV. METHODOLOGY 

The maintenance prediction operation has multiple inputs 
and a single output. The inputs are considered to be multi-
objective functions that produce an efficient system output. 
The multi-objective functions are represented with different 
parameters as input to the system. The introduced 
optimization method fine-tunes the parameter values to yield 
the most efficient system output. The typical multi-objective 
parameters are sensor data, historical repair, operational 
feedback, and asset condition data.  

The introduced optimization method uses the best of three 
different algorithms to produce an accurate solution. The 
algorithms are known as PSO, RL, and Bayesian optimization 
algorithms. The PSO optimization can consider multiple input 
parameters to form a correlation between variables and 
increase the system's efficiency. The RL optimization uses 
feedback from the system to update the learning procedure. 
The updated learning procedure enables accurate decisions to 
be taken with real data. The system operating under such 
conditions is classified as a dynamic operation. The Bayesian 
optimization algorithm can fine-tune the parameters for such 
an operation.  

The combinational use of three methods increases the 

system's reliability and accuracy. Initially, the PSO considers 

a large number of solution functions but reduces to the most 

accurate solution to yield the most accurate output. The RL 

algorithm continuously monitors the system's behaviour and 

feeds back to update the historical data. The Bayesian 

algorithm provides more accurate results for the maintenance 

prediction operation. The combinational use of three 

algorithms provides accuracy for maintenance prediction at 

minimum periods and minimizes the overall cost of the 

operation.  

The enhanced combination of the introduced optimization 

is described in Algorithm I. 

ALGORITHM I. ENHANCED OPTIMIZATION  

Parameter Definitions: 

• swarm_size (N): Number of particles 

• dimensions (D): Size of the problem (number of 

parameters to be optimized) 

• max_iter: Maximum number of iterations 

• w: Inertia weight (coefficient of preservation of the 

previous speed of the particles) 

• c1: Cognitive coefficient (coefficient of attraction of 

a particle to its best solution) 

• c2: Social coefficient (coefficient of regression to the 

best solution in the swarm) 

• v_min, v_max: Speed limits 

• x_min, x_max: Position limits 

Step 1: Initialization Process for the particles  

1. For each and individual particle: 

• [x_min, x_max] ⟵ random selection 

• [v_min, v_max] ⟵ random selection 

• Set the best local position of the particle as the 

starting position. 

2. Set the particle's best local fitness value to infinity. 

• Set the best global position in the swarm equal to 

the position of a random particle. 

• Set the global best fitness value to infinity. 

Step 2: Use RL and PSO for maintenance planning 

1. Start a loop and process the following 

Adaptively schedule maintenance tasks using the RL 

model: 

▪ The RL model determines which maintenance tasks 

to perform and when based on real-time data from 

IoT sensors. 

▪ The model plans maintenance with a dynamic 

decision process based on safety, cost and failure 

risks. 

2. PSO Main Loop (Iterations): iter = 1 to max_iter: 

For each particle: 

▪ Calculate the fitness function of the particle. 

▪ If the current fitness is smaller than the best local 

fitness of the particle: 

o Update the particle's best local position. 

o Update the particle's best local fitness value.  

▪ If current fitness is less than the global best overall 

fitness: 

o Update best global position. 

o Update global fitness best. 

For each particle: 

▪ Update the particle's speed: 

𝑣[𝑖] = 𝑤 ⋅ 𝑣[𝑖] + 𝑐1 ⋅ random⁡()
⋅ (𝑝_𝑏𝑒𝑠𝑡[𝑖] − 𝑥[𝑖]) + 𝑐2
⋅ random⁡() ⋅ (𝑔_𝑏𝑒𝑠𝑡 − 𝑥[𝑖]) 

▪ limit speed 

𝑣[𝑖] = 𝑚𝑎𝑥(𝑚𝑖𝑛(𝑣[𝑖], 𝑣_𝑚𝑎𝑥), 𝑣_𝑚𝑖𝑛) 

▪ update the particle’s location 

𝑥[𝑖] = 𝑥[𝑖] + 𝑣[𝑖] 

▪ limit position 

𝑥[𝑖] = 𝑚𝑎𝑥(𝑚𝑖𝑛(𝑥[𝑖], 𝑥_max ), 𝑥_𝑚𝑖𝑛) 

3. Complete the Iteration 

Step 3: Fine-Tuning Model Parameters with Bayesian 

Optimization 

• Optimize model parameters with Bayesian 

optimization using parameters obtained from PSO: 
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▪ Bayesian Optimization improves the accuracy of 

the predictive maintenance model by fine-tuning 

model parameters. 

▪ This process is used to improve the performance 

and accuracy of the model, based on operational 

data. 

• According to the Bayesian model results, the model 

parameters used in the maintenance process are 

dynamically updated and optimized. 

Step 4: Combining Results with PSO, RL and Bayesian 

• At the end of each iteration: 

▪ PSO updates the position of particles and searches 

for the best solution. 

▪ RL model performs adaptive maintenance planning 

and determines the most appropriate maintenance 

processes. 

▪ Bayesian Optimization makes model parameters 

more precise. 

▪ As a result, maintenance costs are minimized, and 

fault prediction accuracy is increased. 

End Last Repeat 

Step 5: Finalizing the Solution 

• The best global position g_best is considered as the 

optimal solution. 

• The best global fitness value fitness_g_best refers to the 

best fitness result of the solution. 

• Optimized parameters as a result of Bayesian 

Optimization increase the model's prediction accuracy. 

Output: 

• g_best: Optimal solution (best global position) 

• fitness_g_best: Optimal fitness value 

• RL Plan: Adaptive maintenance plan determined by RL 

• Bayesian Optimized Parameters: Fine-tuned model 

parameters 

V. SIMULATIONS AND RESULTS 

A. Simulation Setup 

The details of the equipment used in the simulation are 
described below. 

• Operating System: Windows 11 Pro, 64-bit. 

• Processor: Intel Core i9-12900K, 16 cores with a base 
clock speed of 3.2 GHz and turbo boost up to 5.2 GHz. 

• RAM: 64 GB DDR4, operating at 3600 MHz 

• Storage: 2 TB NVMe SSD for primary storage and 4 
TB SATA SSD for data storage and backup. 

• Graphics Processing Unit (GPU): NVIDIA RTX 3080 
Ti, 12 GB GDDR6X memory. 

• MATLAB Version: MATLAB R2024a with Signal 
Processing, Communication System, and Neural 
Network Toolboxes. 

• Programming Language: MATLAB with integrated 
C/C++ MEX files for optimized computational 
performance. 

• Compiler: Microsoft Visual Studio 2022 C++ Compiler 
(for MEX file compilation). 

• Additional Toolboxes: Optimization Toolbox and 
Statistics and Machine Learning Toolbox for model 
analysis and verification. 

• Parallel Computing Setup: Utilized MATLAB's 
Parallel Computing Toolbox with up to 12 workers 
(parallel threads) for simulation acceleration. 

The predictive maintenance model in this work is trained 
and validated using a publicly available Kaggle dataset, which 
consists of sensor readings and operational data collected from 
industrial equipment.  

The dataset comprises 23,000 samples with multiple sensor 
readings collected over time, covering different operational 
states of industrial machines. Each sample represents a time-
series instance with various sensor parameters. 

The dataset includes multiple sensor modalities, such as 
temperature, vibration, pressure, rotation speed, and power 
consumption, allowing for comprehensive failure pattern 
recognition. 

The dataset provides labelled failure instances, 
distinguishing between normal operation, early warning signs, 
and critical failures. These labels are essential for supervised 
learning and model evaluation. 

The dataset includes data from various machine types and 
operating conditions, enabling robust model generalization. 

The dataset follows a time-series structure, allowing for 
trend analysis and early fault detection using sequential 
modelling techniques. 

By leveraging this dataset, the proposed model ensures that 
the proposed predictive maintenance model is trained on 
diverse, real-world industrial scenarios, improving its fault 
detection accuracy and adaptability to varying operational 
conditions. 

The maintenance intervals are realistic to show the true 
performance of the proposed model. Initially, the proposed 
algorithm iteratively generated possible solutions for the 
maintenance schedules using the defined objective functions. 
The enhanced PSO algorithm helps to escape local minima and 
improves the quality of the solution. The improved algorithm 
has introduced its significant values using the methods listed 
below. 

• Adjust Weighting Factors: Modify the outputs more 
significantly.  

• Enhance Local Search: The number of iterations in the 
local search was increased, and a more sophisticated 
local search strategy, such as gradient descent, was 
implemented. 
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• Dynamic Parameters: Adaptive parameters are adopted 
in the operation to change the iteration or performance 
metrics, leading to better solution space exploration. 

• Added Constraints: Added constraints guide the search 
towards feasible results and potentially produce more 
optimal solutions based on the specific context of the 
optimization problem. 

The algorithm aims to use performance matrices such as 
maintenance interval, cost, downtime, and reliability score. 
The performance achievement of the matrices can be described 
below.  

Maintenance Interval (Hours): 

The selection of the maintenance interval is a critical 
performance metric. The purpose of these metrics is to balance 
system downtime and preventive maintenance. The time taken 
for a repair may be shorter, but it may increase the maintenance 
cost. Therefore, the balance between the two parameters must 
be selected carefully. The other effective point is that longer 
maintenance periods may increase the failure rates. The 
optimization algorithm adjusts the interval to minimize 
unexpected breakdowns and helps to increase the equipment’s 
lifespan.  

Cost: 

The cost of the operation is a key factor in identifying the 
financial maintenance strategy. Comparing the unplanned 
downtime and the optimized preventive maintenance yields the 
system's efficiency. The resulting output produces a cost-
benefit analysis to justify the investment in IoT-based 
predictive maintenance technologies. 

Downtime: 

The downtime parameter indicates the efficiency of 
equipment and machinery. It directly increases productivity 
efficiency in the case of predictive planning against downtime. 
In a predictive maintenance algorithm, downtime reduces the 
time devices remain out of operation. 

Reliability: 

The reliability factor is directly related to the system's 

performance over time. It prevents devices from being out of 

service in critical situations, ensures smooth operation, and 

prevents unexpected breakdowns. A high-reliability value 

indicates the system's robustness and ability to promptly meet 

expected demand. 

VI. RESULTS 

The proposed algorithm considerably reduces the 

maintenance intervals for all equipment in operation. The 

maintenance intervals and scheduling were analyzed to reveal 

the algorithm's applicability. Results are plotted in Figure IV 

for visual examination. 

Figure IV demonstrates the difference between normal and 
optimized maintenance intervals. The plots show the reduction 
of optimized maintenance gain in hours. The data in the 
simulation improved between 10 to 100 hours of maintenance 
duration. The overall cost reduces as the maintenance interval 
reduces. The PSO algorithm sets the maintenance intervals to 
150 hours for all equipment indices. This occurs due to the 

PSO-based approach optimizing maintenance scheduling 
using real-time equipment data from Kaggle while maintaining 
a fixed threshold. The proposed method, however, refines the 
decision criteria, enabling dynamic adjustments to 
maintenance intervals and resulting in a more flexible and 
efficient scheduling strategy. 

 
FIGURE IV. COMPARISON OF THE MAINTENANCE INTERVALS 

The other parameter to consider is the maintenance cost. 

Figure V compares and plots the proposed and the most 

suitable PSO algorithms. 

 
FIGURE V. COST COMPARISON OF THE MAINTENANCE 

The cost reduction plots in Figure V. show the efficiency 

of the proposed method. The results prove that the proper 

allocation of resources minimizes unnecessary interactions and 

concentrates on predictive maintenance that avoids costly 

repairs. The execution of the proposed method yields results 

as: 

Total Cost with Optimized Maintenance Intervals: 

$44600.00 

Cost Reduction: 15.72% 

Cost reduction is significant for large manufacturing 

industries. 

The other effective parameter is to analyze the system's 

total downtime. The downtime analysis is compared with the 

PSO algorithm, and the results are plotted in Figure VI. 
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FIGURE VI. COMPARISON OF THE TOTAL DOWNTIME 

The total downtime under the proposed method is lower 

than that of the PSO-based method. The reduction in this 

dataset is approximately 13 hours, which means the equipment 

remains operational for longer periods, improving overall 

system availability and productivity. 

The proposed algorithm was further examined using 

performance metrics such as the reliability score. The results 

are compared and plotted in Figure VII.  

 

FIGURE VII. RELIABILITY ACHIEVEMENT 

The reliability score identifies the success of the system 

operation. The proposed method scored a higher reliability 

value for all equipment indices. The higher reliability score is 

considered a performance measure to suggest that the proposed 

method is more robust and resilient, especially for critical 

assets. The resulting reliability score guarantees the equipment 

to meet the demands, increase the system’s robustness, and 

reduce unexpected failures. 

VII. CONCLUSION 

The proposed IoT-based predictive maintenance model 
considered well-known performance measure matrices to 
evaluate its success. The model uses real data to show its 
applicability in real-time operations and is compared with a 
well-known PSO algorithm. The proposed model reduces the 
maintenance cost by 15.72%. The tested performance metrics 

such as the maintenance interval, system reliability, and 
downtime demonstrated high improvements. 

The results indicate that the proposed model is superior in 
terms of offering successful maintenance scheduling, reducing 
maintenance intervals, and increasing the lifespan of the 
equipment. The model prevents unexpected failures from 
occurring that are costly in manufacturing.   

The comparison algorithms demonstrate the superiority of 
the proposed model by minimizing equipment downtime, 
enhancing operational availability, and increasing 
productivity. The system’s robustness, demonstrated by the 
reliability score, proves the efficacy of the proposed 
framework.  

The results validate the proposed model to provide a 
superior solution for predictive maintenance that offers a less 
costly and better maintenance strategy. The study also reveals 
another important factor that demonstrates that the proposed 
model has the potential to be integrated with IoT-based 
systems for maintenance management in Industry 5.0. 

However, several limitations of the proposed method must 
be considered. One of the primary concerns is the subjectivity 
and accuracy of human inputs. In industrial settings, the quality 
of data gathered from human-operated sensors or devices may 
vary, leading to inconsistencies that can affect the model's 
predictions. Such inaccuracies could influence the system's 
overall performance, particularly in environments with more 
prevalent human error. Future work can address this by 
improving data collection processes, integrating advanced 
automation, and using more reliable sensor technologies to 
reduce human dependency. 

Additionally, the proposed model's scalability for large-
scale industrial systems remains a challenge. As the system's 
complexity increases, so does the computational demand, 
which may affect the model's applicability in larger operations. 
Exploring ways to optimize computational efficiency, such as 
through cloud computing or parallel processing, could make 
the model more feasible for use in larger industrial settings. 

For future work, more specific research directions can be 

pursued. Applying the model across different industrial 

sectors, such as energy, transportation, or manufacturing, 

would provide valuable insights into its adaptability and 

performance in varying contexts. Testing the model with 

diverse datasets from multiple industries would help identify 

potential challenges and allow for further system refinement. 

Additionally, further integration of the model with IoT-based 

systems, particularly in Industry 5.0, could provide new 

opportunities for automating maintenance decisions and 

incorporating advanced machine learning techniques for 

continuous optimization. 
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