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ABSTRACT 
Objectives: Breast cancer (BCA) is one of the world’s most prevalent cancer and the top cause of mortality. 
For many decades, mammography has been used routinely for screening of early breast cancer and diagnosing 
symptomatic patients.  The main purpose of this work is to investigate the usefulness of machine learning tech-
niques using mammography images.  
Methods: A total of 194 patients who underwent ultrasound examination after observing suspicious lesions 
on mammography images and were diagnosed with BCA by ultrasound-guided core needle biopsy were in-
cluded in the study. A set of mammography images with complete cancer subtypes was used. A transfer learn-
ing-based computer vision method was adopted in this study. AlexNet was to extract the features and select 
the most significant features using a feature selection function. Our deep learning-based model attained more 
than 80% accuracy in classifying malignant and benign cancers.  However, the employed deep learning model 
cannot classify subtypes accurately.  
Results: Per the results, the commonly used image classification model is highly accurate in distinguishing 
malignant and benign changes, however unable to classify cancer subtypes.  
Conclusions: In conclusion, machine learning can still not simulate conventional immunohistochemistry sub-
typing using tissue biopsy.  
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 B reast cancer (BCA) is the most common ma-

lignancy in women [1]. For this reason, screen-
ing programs have been developed for women 

for breast cancer and efforts are being made to detect 
cancer at an early stage [2]. The most effective, most 
frequently used and easily accessible method for 
screening breast cancer is mammography. Although 
the success of mammography in detecting breast can-

cer depends on breast density, its specificity varies be-
tween 75-90% [3, 4]. BCA tumor morphology is di-
verse and results from different markers in the 
intratumoral heterogeneity structure [5, 6]. Determin-
ing BCA types is very important in treatment planning. 
Although histopathological sampling is a minimally 
invasive procedure, it is very important to be able to 
diagnose and determine breast cancer types with non-
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invasive methods [7]. In recent years, artificial intel-
ligence (AI) methods have been increasingly adapted 
to assist in cancer detection, reducing false negative 
or false positive findings, reducing recall rate, and at 
a more advanced level, assisting in identifying cancer 
subtypes [8]. There are studies investigating the de-
tectability of tumoral lesions by analyzing digital 
mammographic images used in BCA screening with 
AI methods [9, 10]. There is also increasing interest 
in exploring the possibility of AI to assist in cancer 
subtyping and predicting treatment response [11, 12].  
      The aim of this study is to investigate the de-
tectability of malignant breast lesions and BCA sub-
types in mammography images using deep learning 
methods. 
 
 
METHODS 
 
This study is a cross-sectional study conducted by ret-
rospective recruitment of patients who underwent 
mammography in a tertiary center between 2017 and 
2021. The study was carried out according to the Dec-
laration of Helsinki and local ethics committee ap-
proval was obtained.  

Study Population  
      Patients with breast density C and D presenting 
BIRADS 4A-4B-4C and 5 lesions on mammography 
images according to ACR BIRADS (Breast Imaging-
Reporting and Data System) were recruited. Patients 
with inconclusive tissue biopsy or benign lesions were 
excluded.  A total of 194 patients who underwent ul-
trasound examination by observing suspicious lesions 
on mammography images and were diagnosed with 
BCA by ultrasound-guided core needle biopsy were 
included.  
      The presence of estrogen receptors (ER), proges-
terone receptor (PR), human epidermal growth factor 
(HER2) gene expression, and Ki-67 immunohisto-
chemical staining were obtained from the pathological 
evaluation results of each patient and was presented 
in Table 1. 
 
Identification and Classification of Tumoral Sub-
types 
      The presence of tumoral ER, PR, HER2, and im-
munohistochemical staining with Ki-67 as prolifera-
tion marker and epidermal growth factor (EGF) play 
a role in determining BCA subtypes [5]. BCA was di-
vided into subtypes according to its molecular prop-
erties.  
      Molecular subtypes of invasive breast tumors are 
divided into 4 basic groups: 1- Luminal A like: ER-
positive (+) PR+ HER2 negative (-) and Ki-67 index 
<15%, Luminal B like: This group is divided into two: 
Luminal B like (HER2 -) ER+ HER2- and at least one; 
P- or weak Ki-67:>30%, Luminal B like (HER 2 +): 
ER: +, HER2: overexpressed or amplified, Ki-67: any 
result, PR: any result, 3) HER 2 +: ER-, PR:-, HER2: 
overexpressed or amplified, 4) Triple-negative: ER+, 
PR+, Ki-67: negative [13].  
 
Artificial Intelligence Method  
Dataset  
      This dataset had 806 mammography images with 
two categories. These categories were named Malig-
nant Group and Control Group. A total of 382 images 
belonged to malignant and there were 424 images in 
the normal category. These images were stored in 
JPEG format. Images of 382 lesions in the malignant 
group were categorized according to their subtypes. 
Craniocaudal (CC) and Mediolateraloblique (MLO) 
images of the breast with the detected lesion were ob-
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tained from 188 patients and 6 patients in whom the 
lesion could be detected only in CC mammograms. 
Mammography images are presented in Fig. 1. 
 
First Aim  
      The proposed model has four sections and these 

sections are breast image segmentation (breast area lo-
calization), deep feature extraction using pre-trained 
AlexNet, NCA-based feature selection, and classifica-
tion with Cubic SVM classifier. An overview of the 
proposed intelligent AlexNet-NCA-SVM-based 
model is shown in Fig. 2.  
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!

! !Fig. 1. Mamography images. (a) CC mammogram of a 12×10 mm, irregularly shaped, spiculated contoured mass lesion in the 
retroareolar area of the left breast (circle) in a 52-year-old female patient. (b) MLO mammogram of a 12×10 mm, irregularly 
shaped, spiculated contoured mass lesion in the retroareolar area of the left breast (circle) in a 52-year-old female patient.

!

!

!Fig. 2. Overview of the proposed AlexNet-NCA-SVM based breast cancer detection model. .
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      The steps of the presented model are given as fol-
lows.  
      Step 1: Load the mammography image dataset.  
      Step 2: Read each mammography image.  
      Step 3: Segment the breast using binary image 
conversion.  
      Step 4: Apply pre-trained AlexNet [14] on these 
images. The used AlexNet was trained on the Ima-
geNet [15] dataset and the ImageNet dataset contains 
a few million images with 1000 classes. We trans-
ferred this information (optimized weights) to solve 
our BCA detection problem.  
      Step 5: The used pre-trained AlexNet has three 
fully connected layers and the names of them are fc6, 
fc7, and fc8. By using the fc6, fc7, and fc8, 4096, 
4096, and 1000 features are generated from an image 
respectively. 
      f 1 = f c6(M) (1) 
      f 2 = f c7(M) (2) 
      f 3 = f c8(M) (3) 
      In Equations (1)-(3), we used three deep feature 
creation functions and these functions are f c6(.),f c7(.) 
and fc8 (.). These functions are called names of the 
fully connected layers. By employing these function, 
first (f 1), second (f 2) and third (f 3) feature vectors with 
a length of 4096, 4096 and 1000 are generated. 
      Step 6: Merge the generated features and obtain 
4096+4096+1000=9192 features. 
      X=merge(f 1,f 2,f 3) (4) 
      Herein, merge(.,.,.) is concatenation function and 
X defines merged feature vector with a length of 9192.  
      Step 7: Select the most informative 1000 features 
from the generated 9192 features deploying NCA. 

NCA is a feature selection version of the k nearest 
neighbor (kNN) and uses the distance metric (Man-
hattan distance) to calculate the weights of the fea-
tures. The most valuable features are selected using 
weight values. The big weight values assign discrim-
inative features and small weight values denote redun-
dant features. We selected the top 1000 features by 
using indexes of the weights. 
      Step 8: Classify the best 1000 features deploying 
the SVM classifier. The attributes of the used SVM are; 
Kernel: 3rd degree polynomial (Cubic), Box-constraint: 
2, Standardize: True, and Validation: 10-fold CV. 
 
Second Aim  
      Deep learning is the flagship of machine learning 
and various automated diagnosis models. In this work, 
we have used a deep learning model to classify the 
mammogram according to tumor subtype. To classify 
our images, DarkNet53 [15] which is a widely pre-
ferred computer vision model in the literature. These 
categories are: (1) Luminal B HER2+, (2) HER 2+, 
(3) Luminal A, (4) Luminal B, HER- (5) Control 
Group, and (6) Triple Negative Subtype. 
 
 
RESULTS 
 
Detection of BCA with Deep Learning Method  
In this study, MATLAB 2020a programming environ-
ment and Classification Learner Toolbox have been 
used and the results were calculated. In the collected 
dataset, there are 382 “Malignant” and 424 “Normal” 
mammography images, and the proposed AlexNet-
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Fig. 3. Confusion matrix and class-wise results of the proposed AlexNet-NCA-SVM based model using Cubic SVM classifier.
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NCA-SVM model was developed. Cubic SVM is cho-
sen as a classifier. The calculated confusion matrix and 
class-wise results are also shown in Fig. 3.  
      As seen in Figure 3, 75.92% accuracy for "Malign 
class" and 84.67% accuracy for "Normal class" were 
calculated. Accuracy, Sensitivity, Specificity, Geomet-
ric mean, Balanced Accuracy, Precision, and F1-Score 
values were calculated by running 1000 iterations of 
the Cubic SVM classifier, and the calculated best re-
sults are listed in Table 2 [16-18]. 
      The results calculated in Fig. 3 were obtained by 
performing a 10-Fold CV [19]. The calculated fold-
wise accuracy results are shown in Fig. 4.  

      Fig. 4 denotes that, the highest result was obtained 
with fold-7 and the lowest result with fold-3 in the cal-
culated fold-wise accuracies. The cubic SVM algo-
rithm was used to classify the calculated features in 
the proposed method. The reason why this classifier 
is preferred is that it achieves higher performance re-
sults than other used classifiers. 12 classifiers have 
been used for classification and they are Fine Decision 
Tree (DT), Medium DT, Coarse DT, Linear Discrimi-
nant, Gaussian Naïve Bayes, Linear SVM, Cubic 
SVM, Quadratic SVM, Fine k nearest neighbor 
(KNN), Medium KNN, Cosine KNN, and Ensemble 
Boosted Trees [18]. The accuracy results calculated 
for 12 classifiers are shown in Fig. 5.  
      As can be seen in Fig. 5, Cubic SVM was pre-
ferred among these classifications with high accuracy. 
The calculated unit annulus rate (UAR) rates are cal-
culated as 0.78 and 0.85 respectively for these groups. 
Therefore, the average UAR rate is equal to 81.50%. 
(Fig. 6).  
      The calculated UAR rates are calculated as 0.78 
and 0.85 respectively. Therefore, the average UAR 
rate is equal to 81.50%.  
 
Differentiation of Breast Cancer Subtypes with Deep 
Learning Methods  
      We could not obtain successful results on our 
dataset. By applying DarkNet53, the reckoned confu-
sion matrix is denoted in Fig. 7. In this confusion ma-
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trix, true positive rates (TPR) and false negative rates 
(FNR) have been shown using blue and pink color 
tones. According to this matrix, 49.49% classification 
accuracy has been calculated (Fig. 7).  
      Moreover, the class-wise area under curves (AUC) 
has been reckoned and the results are illustrated in Fig. 8. 

DISCUSSION 
 
In this work, a set of mammograms with biopsy-
proven cancer was collected and an automatic malig-
nant lesion detection model was presented using 
transfer learning. By using transfer learning, the pre-
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Fig. 5. The accuracy results calculated for Fine DT, Medium DT, Coarse DT, Linear Discriminant, Gaussian Naïve Bayes, Lin-
ear SVM, Cubic SVM, Quadratic SVM, Fine KNN, Medium KNN, Cosine KNN, and Ensemble Boosted Trees. DT=decision 
tree, KNN=k nearest neighbor.
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!Fig. 6. These classes are named Normal (Class 1) and Malign (Class 2). 
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trained networks have been used and the optimal 
weight has been used for feature extraction and there 
is no need to use back propagation. Therefore, we used 
AlexNet in transfer learning mode to extract deep fea-
tures. All fully connected layers of the AlexNet have 
been utilized as feature generation functions and 9192 
features are generated from each mammography 
image. NCA has chosen 1000 features and Cubic 
SVM has been used to classify these features. The pre-
sented AlexNet-NCA-SVM-based mammography 
classification method attained 80.52% classification 
accuracy, 75.92% sensitivity, and 84.67% specificity 
rates. In this view, our model is successful in detecting 
BCA images in the evaluation and varies depending 
on breast density.  
      Classification of mammographic images as benign 
and malignant is the most important step in the evalu-
ation and varies depending on breast density [19]. In 
a multicenter study, the performance of screening 
mammograms in the evaluation of radiologists was in-
vestigated, and this sensitivity was reported as 73% 
and specificity as 96% in the initial evaluation [20]. 
This highlights the necessity of robust AI methods to 
assist radiologists in the initial evaluation. There are 
multiple studies on the use of AI methods in the eval-

uation of screening mammograms and their results are 
variable. In these studies, conducted by evaluating the 
images in screening mammograms by different radi-
ologists and AI, it has been shown that AI contributes 
to the evaluation of mammographic images and in-
creases the detection of breast cancer [21-23].  
      In this study, the effectiveness of the deep learning 
method was investigated in a dataset that included 
mammographic images of patients with C and D 
breast patterns with BCA detected and normal mam-
mograms. According to the results of our study, the 
sensitivity and specificity of BCA detection by deep 
learning method in mammographic images of patients 
with dense breast patterns is very high. In other words, 
the use of artificial intelligence methods in the initial 
evaluation of screening mammography may increase 
the evaluation performance of radiologists, reduce 
reading time, and reduce recall rate.  
      In the curves in which the AI method was used to 
determine the pathological subtypes of BCA detected 
in mammography images, the AUC value was 0.75 in 
determining the HER2+ subtype, while the AUC value 
in the detection of other subtypes varied between 0.64-
0.69. These low values may be due to the small num-
ber of patients in the groups, as well as the lack of 
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Fig. 7. Confusion matrix and class-wise results of the proposed AlexNet-NCA-SVM based model using Cubic SVM classifier 
for BCA subtypes. 
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specific imaging characteristics of subtypes in mam-
mographic imaging features. However, studies using 
larger databases can still be conducted to determine 
the effectiveness of AI methods in detecting the 
HER2+ subtype.  
 
Limitations  
      There are some limitations of our study. First of 
all, this study is a single-center study, and evaluation 
was made using a single AI method. In addition, un-
like other studies investigating the diagnostic effec-
tiveness of AI in mammography, the evaluation 
performance of radiologists was not taken into account 
in this study. Based on the idea that radiologists can 
detect asymmetric breast tissue by comparing both 
breasts in the first reading, it was tried to determine 
the diagnosis rates of AI methods compared to normal 
breast tissue. This finding may have led to the detec-
tion of a lower rate compared to the higher AUC rates 
in other studies and may have made the detection of 
BCA subtypes unsuccessful. However, from another 
perspective, it may also represent a strong aspect of 
this study. Undoubtedly, the purpose of using AI meth-
ods in the evaluation of screening mammograms is to 
obtain positive results independent of radiologists, and 
to ensure that the radiologists waive their workforce 
in the initial evaluation. 
 
 
CONCLUSION 
 
The use of AI-based screening methods in the field of 
mammography can be used as auxiliary methods for 
radiologists by including them in the medical diagno-
sis stages. The most important concept in radiomics is 
to see beyond what a radiologist can see, and subse-
quently aid in diagnosing, reducing ‘missed’ lesions, 
and finally, assisting in treatment planning and prog-
nostication. However, the detection of radiomic fea-
tures of mammography with AI is insufficient, and its 
clinical use should be supported by studies with larger 
patient populations. Therefore, in future work, we aim 
to collect bigger mammography datasets to detect 
more classes of the BCA and new generation deep 
learning models can be proposed to detect type of the 
breast accurately. Although AI detection of mammo-
graphic features and classification of tumor subtyping 

will not replace biopsies, it will have an important 
place in the diagnosis and treatment of breast cancer. 
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