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Abstract: Clustering refers to algorithms to uncover such clusters in unlabeled data. Data points belonging to the same cluster 
exhibit similar features, whereas data points from different clusters are dissimilar to each other. The identification of such clusters 
leads to segmentation of data points into a number of distinct groups. In this study it was aimed to classify the 492 Holstein Friesian 
dairy cattle with determining the optimum number of clusters using the genomic breeding values (GBVs) calculated with 13250 
SNPs using GBLUP for milk yield (kg), milk fat (%), milk protein (%), milk lactose (%), and milk dry matter (%). Results showed that 
the optimum number cluster was determined as two for the genomic breeding values. Determining the most appropriate number of 
clusters, it provides great convenience in the selection of breeding animals after determining the animals that can provide optimum 
efficiency in the herd or the animals that need to be eliminated from the existing herd. As a result, it can be said that the k-means 
method can be used successfully in clustering animals for genomic breeding values, but for this, at first, the optimum number of 
clusters must be determined. 
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1. Introduction 
Clustering, as a generic tool for finding groups or clusters 
in multivariate data, has found wide application in 
biology, agriculture, psychology and economics 
(Kodinariya and Makwana, 2013). Cluster analysis 
encompasses different methods and algorithms for 
grouping objects of similar kinds into respective 
categories (Frades and Matthiesen, 2010). Clustering 
analysis method is one of the main analytical methods in 
data mining, the method of clustering algorithm will 
influence the clustering results directly (Na et al., 2010). 
Clustering is the separation of data with similar 
characteristics into groups. The general purpose of 
cluster analysis is to ensure homogeneity within the 
cluster and heterogeneity between the clusters. In other 
words, it is desired that the variance within the cluster is 
low and the variance between the clusters is high (Çolak 
et al., 2015). It is used to divide units or variables into 
homogeneous groups by using some measures calculated 
based on similarities or differences between variables. 
This allows similar individuals to be collected in the same 
cluster. Grouping ungrouped data according to their 
similarities helps the researcher to obtain appropriate 
usable summarizing information (Kodinariya and 
Makwana, 2013). 
Clustering is the unsupervised, semi supervised, and 
supervised classification of patterns into groups (Frades 
and Matthiesen, 2010). Unsupervised learning is done by 

grouping (clustering) only the elements that have similar 
properties in the data, without labeling the data set as 
cause-effect, input-output (Çolak et al., 2015). 
One of the main difficulties for cluster analysis is that, the 
correct number of clusters of different types of datasets 
is seldom known in practice. However, most of clustering 
algorithms are designed only to investigate the inherited 
grouping or partition of data objects according to a 
known number of clusters. Thus, identifying the number 
of clusters is an important task for any clustering 
problem in practice albeit it must be faced with many 
operational challenges. A tractable way for cluster 
analysis is to ask the end user to input the number of 
clusters in advance, which needs the expert domain 
knowledge over the underlying datasets. On the other 
hand, many statistical criteria or clustering validity 
indices have been investigated in the sense of 
automatically selecting an appropriate number of 
clusters (Kodinariya and Makwana, 2013). 
Today, there are hundreds of clustering methods and 
they are classified in various ways. According to a widely 
used classification, clustering methods can be examined 
in three groups as hierarchical methods, k-mean 
(partitioning) methods and mixed methods that combine 
them in various ways (Çolak et al., 2015). 
K-mean clustering analysis has been perhaps one of the 
most widely used segmentation methods for more than 
50 years. It has been among the most widely used 
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methods in almost every field such as economics, 
customer management, marketing, bioinformatics and 
engineering research, as well as in informatics 
applications such as object classification, image 
segmentation, data mining, and machine learning (Cebeci 
et al., 2015). 
In animal breeding, it is important to separate animals 
into groups using breeding values determined for more 
than one character. K-mean clustering is a one of the 
important tool for this purpose. In this study, we aimed 
to classify the 492 Holstein Friesian dairy cattle with 
determining the optimum number of clusters using the 
genomic breeding values (GBVs) of milk yield (kg), milk 
fat (%), milk protein (%), milk lactose (%), and milk dry 
matter (%). 
 
2. Materials and Methods 
2.1. Materials 
In this study, we used the genomic breeding values (GBVs 
for 13250 SNPs) of milk yield (kg), milk fat (%), milk 
protein (%), milk lactose (%), and milk dry matter (%) 
estimated using GBLUP for 492 Holstein Friesian dairy 
cattle from a previous published study (Önder et al., 
2023). 
2.2. K-mean Cluster Analysis and Distance Measures 
2.2.1. K-mean cluster analysis 
K-mean clustering algorithms are algorithms that 
divide/partition datasets into k subsets (or clusters). 
Therefore, one of the most studied issues is the selection 
of k, which must be known at the very beginning of the 
analysis, before any algorithm is run. This parameter 
indicates the number of clusters into which the data set 
will be clustered, in other words, it indicates the number 
of clusters present in the data set. A successful or correct 
clustering depends on the optimal choice of k. Because, 
regardless of k, partitioning algorithms will produce a 
valid or invalid clustering result. However, since the aim 
is to obtain a valid clustering result, finding and using the 
actual number of clusters or the number closest to it is 
necessary to ensure accurate results. In other words, the 
correct selection of k is the main determining factor for a 
successful cluster analysis. 
According to the working mechanism of the k-means 
algorithm, firstly k objects are randomly selected to 
represent the center point or mean of each cluster. The 
remaining objects are included in the clusters to which 
they are most similar by taking into account their 
distances from the mean values of the clusters. Then, the 
mean value of each cluster is calculated and new cluster 
centers are determined and the distances of the objects 
to the center are examined again (Na et al., 2010; 
Kodinariya and Makwana, 2013). 
The process of k-means algorithm can be defined as the 
input and the output that the input is number of desired 
clusters, k, and a database D={d1,d2,…dn} containing n 
data objects and the output is a set of k clusters (Na et al., 
2010; Cebeci et al., 2015). 

The algorithm basically consists of four stages: 
The first step is randomly selecting k data objects from 
dataset D as initial cluster centers (Figure 1). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Randomly selected k cluster centers. 
 
The second step is calculating the distance between each 
data object di(1 <= i <= n) and all k cluster centers 
cj(1<=j<=k) and assign data object di to the nearest 
cluster. 
The step three is determining new centers according to 
the clustering (or shifting old centers to the new center) 
(Figure 2). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. The new centers according to the clustering. 
 
The fourth step is repeating steps two and three until a 
stable state is reached (Na et al., 2010; Çolak et al., 2015). 
2.2.2. Distance measures 
K-means is one of the clustering algorithms frequently 
used in the literature because it is simple and fast. The K-
means algorithm divides the data set into k clusters and 
represents each cluster with a centroid (cluster center). 
The algorithm assigns the data to the closest centroid by 
using the squared distances between the data and the 
centroids. 
Most clustering methods are based on the calculation of 
distances between observation values. Therefore, there is 
a need for relations that calculate the distance between 
two points. Euclidean distance can be calculated using 
Pearson or Manhattan distance formulas for distances 
between units in a data matrix containing continuous 
variables (Cebeci et al., 2015). 
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In the clustering phase, first the distance matrix is 
obtained. Distance measures can be used directly in 
clustering units or variables, or they can be used to 
calculate similarities and differences between units or 
variables (Figure 3). 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Data points and distances between clusters. 
 
Euclidean distance 
Euclidean distance (Equation 1) is a measure that 
determines the distances between the ith and jth 
observations in an nxp dimensional data matrix directly 
in the unit of measurement (Kurnaz and Önder, 2021). 
 

d(𝑖𝑖,𝑗𝑗) = ���𝑋𝑋𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑗𝑗𝑖𝑖�
2

𝑝𝑝

𝑖𝑖=1

 (1) 

here i=1,2,...,n; j=1,2,...,n and k=1,2,...,p. n is the number of 
units and p is the number of variables. 
Pearson distance 
Pearson distance (Equation 2) is the Euclidean distance 
proportional to the variance of the variable. Pearson 
distance is also called standardized Euclidean distance 
(Immink et al., 2018). 
 

d(𝑖𝑖,𝑗𝑗) = ���𝑋𝑋𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑗𝑗𝑖𝑖�
2 /𝑆𝑆𝑖𝑖2 

𝑝𝑝

𝑖𝑖=1

 (2) 

 

Manhattan distance 
Manhattan distance is a distance type calculated by 
taking the sum of the absolute distances between units. 
The Manhattan distance matrix (DM) elements are 
calculated as follows (Kurnaz and Önder, 2021). 
 

d𝑀𝑀(𝑖𝑖,𝑗𝑗) = �(|𝑋𝑋𝑖𝑖𝑖𝑖 −  𝑋𝑋𝑗𝑗𝑖𝑖|)
𝑝𝑝

𝑖𝑖=1

 (3) 

 

2.2.3. k-mean cluster analysis 
For the genomic breeding values (GBVs for 13250 SNPs) 
of milk yield (kg), milk fat (%), milk protein (%), milk 
lactose (%), and milk dry matter (%) estimated using 
GBLUP for 492 Holstein Friesian dairy cattle were given 
as a small sample in Figure 4. 

 
 
 
 
 
 
 
Figure 4. Sample data. 
 
With the breeding values we obtained, the “readr” and 
“factoextra” libraries were used for K-mean clustering 
analysis in R software and the code used is given below. 
 
library(readr) 
library(factoextra) 
 

mydata <- read.delim(file.choose()) #call the data file 
(txt). 
 

str(mydata) 
 

baru <- mydata[,-1] # deletion of the first column 
(animals) from the data. 
 

rownames(baru) <- make.names(mydata$No, unique = 
TRUE) #determining the animals as clustered objects 
 

databaru <- baru[sample(nrow(mydata)),c(2:5)] 
 

fviz_nbclust(databaru, kmeans, method = "silhouette") # 
determining the optimum number of cluster 

kmeans.awal <- kmeans(databaru,2) # the number (2) is 
applied number of cluster 
 

kmeans.awal 
 

fviz_cluster(kmeans.awal, databaru) # graphing the 
clusters 
 
3. Results 
The optimum number of clusters was determined using 
the breeding values we obtained and is shown in Figure 
5. 
According to the results obtained, the optimum number 
of clusters was determined to be two. In this study, 
results for three and four clusters were also given in 
order to show the effects of using different cluster 
numbers than the optimum number of clusters. 
The graphed clusters were given in Figure 6, Figure 7, 
and Figure 8 for two, three and four clusters, 
respectively. 
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Figure 6. K-mean clusters results for two clusters. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. K-mean clusters results for three clusters. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. K-mean clusters results for four clusters. 
 
4. Discussion and Conclusion 
Results showed that the optimum number cluster was 
determined as two for the genomic breeding values 
(GBVs for 13250 SNPs) of milk yield (kg), milk fat (%), 

milk protein (%), milk lactose (%), and milk dry matter 
(%) estimated using GBLUP for 492 Holstein Friesian 
dairy cattle (Figure 5). When the Figure 5 was 
interpreted, it is understood that the two clusters are not 
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separated by definition and that some animals are 
located in the intersection of these two clusters. When 
we consider the number of clusters of three and four, it 
was easily understood that that some clusters are located 
within others and huge intersection of the clusters 
observed.  
According to these results the population can be divided 
two groups such as high and low combined breeding 
values. If more than two clusters wanted to use the 
results is getting unclear. Determining the most 
appropriate number of clusters, it provides great 
convenience in the selection of breeding animals after 
determining the animals that can provide optimum 
efficiency in the herd or the animals that need to be 
eliminated from the existing herd. János et al. (2021) 
indicated in their study, they showed that cluster analysis 
had a positive effect on the herds they grouped in the 
breeding, feeding and breeding bull selection of Limousin 
breed cattle and that it would be beneficial for breeders. 
Doğan (2002) stated that it would be appropriate to use 
Cluster Analysis as a method in animal breeding, 
especially when making selection. 
As a result, it can be said that the k-means method can be 
used successfully in clustering animals for genomic 
breeding values, but for this, the optimum number of 
clusters must first be determined. 
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