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Abstract
The aim of this study is to analyse the translation competences of large language models, such

as GPT-4, through various theoretical lenses within translation studies. This study can be considered
unique as its evaluation of these models’ translation performance is based on skopos theory. This
research assesses how well large language models align with these theoretical frameworks and their
effectiveness in producing contextually appropriate and culturally sensitive translations. The
research explores the architecture and operational principles of large language models, explaining
their application in translation. Methodologically, the study employs a comparative analysis of
translations generated by large language models across language pairs amongst Turkish, English
and Spanish. The analysis focuses on key theoretical aspects, such as the purpose and functionality
of translations. Additionally, the study examines the cultural and contextual appropriateness of
translations generated by large language models, evaluating their ability to maintain cultural
nuances and meet the expectations set by the respective translation theories. The findings reveal the
strengths and limitations of large language models in adhering to theoretical principles, providing
insights into their potential to enhance or challenge traditional translation practices. This research
advances the theoretical understanding of machine translation and offers practical
recommendations for improving the translation capabilities of large language models. By
integrating theoretical analysis with practical applications, the study aims to provide insight into
future developments in translation technologies and their role in the future of translation studies.

Keywords: Large language models, translation theories, neural machine translation, skopos theory,

translation technologies.

Ceviride Biiyiik Dil Modellerini Arastirmak:
Skopos Kurami Uzerinden Kuramsal ve Uygulamaya Dayali Bir Analiz
Oz
Bu calismanin amaci, GPT-4 gibi biiyiik dil modellerinin geviri edinglerini geviribilim
alanindaki kuramlar araciligiyla incelemektir. Bu ¢alisma, biiyiik dil modellerini skopos kuramina

gore incelemesi bakimindan 06zgiin olarak degerlendirilebilir. Bu arastirmada, biiytik dil
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modellerinin bu kuramsal ¢ergevelerle ne kadar uyum sagladig1 ve baglamsal biitiinliigii ve kiiltiirel
hassasiyeti yansitmada ne kadar basarili olabilecegi degerlendirilmistir. Arastirmada, biiyiik dil
modellerinin yapisi ve isleyis ilkeleri incelenmis ve ¢eviride uygulamalaria bakilmistir. Caligmanin
yonteminde Tiirkge, Ingilizce ve Ispanyolca ele almarak dil iftleri arasinda biiyiik dil modelleri
tarafindan tretilen cevirilere bakilmis ve karsilagtirmali analiz kullanilmistir. Bu analizde,
cevirilerin amaci ve islevselligi gibi temel kuramsal yonlere odaklanilmistir. Ayrica, calismada
biiyiik dil modelleri tarafindan tiretilen cevirilerin kiiltiirel ve baglamsal uygunlugunu incelenmis
ve kiiltiirel ntianslar da dahil olmak tizere geviri kuramlarmnin belirledigi standartlar gercevesinde
ceviri edingleri degerlendirilmistir. Bulgularla birlikte biiyiik dil modellerinin kuramsal ilkelere
bagli kalmadaki giiclii ve zayif yonleri gosterilerek geleneksel ¢eviri uygulamalar: tartisilmistir. Bu
arastirma yalnizca makine gevirisinin kuramsal yonlerine vurgu yapmakla kalmamais, ayn1 zamanda
biiyiik dil modellerinin geviri edinglerini gelistirmek igin 6neriler sunmustur. Kuram ve uygulamay1
biitiinlestirerek ceviri teknolojilerindeki gelismelere ve geviribilimin gelecegindeki rollere iligkin de
yorumlar yapilmistir.

Anahtar Kelimeler: Biiyiik dil modelleri, ¢eviri kuramlari, néral makine gevirisi, skopos kurama,

ceviri teknolojileri

INTRODUCTION

ranslation is a crucial medium for cross-cultural communication, historically reliant

on human translators’ nuanced understanding of language and culture. The advent of

Neural Machine Translation (NMT) and, more recently, Large Language Models
(LLMs), such as GPT-4, has transformed the translation landscape, raising questions about their
ability to fulfil functional and cultural requirements. This study evaluates the translation
competence, which can also be linked to transfer competence (Kirsten, 2019), of LLMs using Skopos
theory, which prioritises the purpose of the translation over linguistic equivalence. By examining
their outputs, this research investigates whether these models can achieve the goals set for
translations in different cultural and linguistic contexts.

Recent studies, such as Castilho et al. (2018), have highlighted the growing integration of NMT
into translation workflows. While these advancements offer increased efficiency, they often fall short
in addressing cultural adaptation and context, central principles in Skopos theory. Similarly, Koehn
(2020) notes that although NMT achieves higher fluency compared to statistical models, challenges
persist in low-resource languages and culturally sensitive texts, requiring further refinement.

Large language models have introduced a new paradigm in translation technologies, offering
unprecedented scalability and speed. However, their potential to address the nuances of cultural
and contextual translation remains underexplored. By situating this study within Skopos theory, it
aims to evaluate whether these models can function effectively within the parameters set by
translation studies. The study is particularly significant given the global reliance on automated tools

for communication in a highly interconnected world.
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1. Translation Technologies
We currently rely on technology for most tasks to do with translation (Sahin, 2013 & 2023). We
are at a point where technology has reached vital tasks in life as well. Here are some examples of

how many tools might exist within translation technologies.
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Image 1: Al-based tools for translation (Source: Google)

Some of the tools which are commonly used in translation are listed in the image above. Examples
of these are Trados Studio, Smartcat, and memoQ), which have been used as translation technologies
for many years. However, these tools have upgraded themselves as technology as a general field has
improved. Thus, they include a part of neural machine translation and artificial intelligence as well.

As artificial intelligence has become increasingly popular, even more online tools have emerged.

1. Skopos Theory

Developed by Hans J. Vermeer in the late 1970s, Skopos theory shifts the focus from linguistic
tidelity to the function of the target text. A successful translation meets the intended goals of the
audience, making functionality and cultural appropriateness central concerns. This study
investigates whether LLM-generated translations fulfil their functional purposes and effectively
address cultural nuances. The theory’s emphasis on purpose is particularly relevant in evaluating
machine-generated translations, which often prioritize literal accuracy over functional equivalence.
Skopos theory underscores the translator’s agency in shaping the text according to its intended
purpose. In the context of LLMs, this theory provides a critical lens to evaluate whether these tools
can mimic such agency or if they require human intervention to bridge the gap between linguistic
and cultural expectations. Jiménez-Crespo (2017) highlights the importance of functional
equivalence in translation studies, particularly in the context of crowdsourcing and collaborative
translations. These principles align closely with Skopos theory, which prioritizes the needs and
expectations of the target audience. Applying this framework to LLMs allows us to critically assess

their ability to deliver purpose-driven translations rather than purely linguistic fidelity.
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METHODOLOGY
A comparative analysis was conducted across three language pairs: Turkish-English, English-
Spanish, and Turkish-Spanish to evaluate LLM translation performance. Key methodological steps
include:
i. Text Selection: Representative texts covering literary, technical, and colloquial content were
chosen to ensure a broad evaluation of translation outputs.
ii. Translation Process: Translations were generated using GPT-4 with standardised prompts,
ensuring consistency in input conditions.

iii. Analysis Criteria:

a. Fidelity to the source text’s purpose.
b. Contextual appropriateness.
C. Cultural sensitivity.

d. Accuracy in linguistic structure.
iv. Validation: Native speakers, translators and online grammar tools (e.g., Grammarly and

LanguageTool) evaluated the outputs to identify strengths and limitations.

FINDINGS

The findings reveal varied performance levels across language pairs:

¢ Spanish to English: High accuracy due to linguistic similarities and extensive training data
for both languages.

¢ English to Spanish: Slightly lower performance; challenges with grammatical gender and
verb conjugation.

e Turkish to English: Strong results but affected by structural differences and idiomatic
expressions.

¢ English to Turkish: Struggles with agglutinative structures, cultural nuances, and limited
training data.

¢ Spanish to Turkish: Moderate accuracy, constrained by grammatical complexity and limited
data.

¢ Turkish to Spanish: Least accurate, reflecting significant linguistic and cultural disparities.

On a quiet afternoon, Maria found an old, dusty key hidden in her grandmother's
attic. Curiosity led her to an ancient wooden chest tucked away in a corner. As she
turned the key, the chest creaked as it opened, revealing a package wrapped in
cloth. Inside the package, there were handwritten letters and a black-and-white
photo of her grandmother with someone she had ‘never seen before. Maria felt
that she was about to uncover a secret that had been hidden for generations.
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Image 2: An example of the type of output received.

Translate into English:

En una tranquila tarde, Maria encontrd una llave vieja y polvorienta
escondida en el desvan de su abuela. La curiosidad la llevé hasta un
antiguo baul de madera arrinconado en una esquina. Al girar la llave,
el baul chirrié6 mientras se abria, revelando un paquete envuelto en

tela. Dentro del paquete, habia cartas escritas a mano y una foto en
blanco y negro de su abuela con alguien que nunca habia visto. Maria

sintid que estaba a punto de descubrir un secreto que habia estado
oculto durante generaciones.

Image 3: An example of the type of output received.

Turkish- English- Spanish- Turkish-
Error Type . . . .
English Turkish English Spanish
Spelling/Grammar 10% 15% 5% 20%
Contextual Errors 15% 25% 10% 30%
Cultural Adaptation 20% 30% 15% 40%
Meaning Loss 25% 20% 10% 35%

Table 1: Error Distributions amongst language pairs.

DISCUSSION

Castilho et al. (2018) argue that while integrating NMT into workflows improves efficiency,
issues surrounding cultural adaptation persist. These findings are reinforced by Koehn (2020), who
emphasizes that challenges in domain-specific and low-resource translations remain significant. The
results align with the principles of Skopos theory, highlighting that LLMs often meet the functional
goals of translations in high-resource languages but falter in maintaining cultural nuances in less-
resourced pairs. For instance:

e Turkish-English: LLMs perform well due to structural predictability.



824 Soylem Mart/March 2025 Ceviribilim Ozel Sayisi |1

e Turkish-Spanish: LLMs encounter difficulty with idiomatic expressions and culturally

specific content, which aligns with findings by Jiménez-Crespo (2017).

Language Pair Al/LLM (GPT) Translation
Correctness (%)
Spanish to English 90%
English to Spanish 88%
Turkish to English 85%
English to Turkish 80%
Spanish to Turkish 75%
Turkish to Spanish 70%

e Table 2: Percentages of correction.

Supervised learning algorithms have enhanced the models’ ability to produce fluent
translations (Wang, 2023). However, significant gaps remain in addressing cultural subtleties and
maintaining the intended function of the target text. Ethical considerations, such as biases in training
data and the potential devaluation of linguistic expertise, also require attention. Certain
recommendations are as follows:

e Hybrid Models: Incorporate human oversight to address cultural and contextual gaps,
ensuring higher-quality outputs.

e Low-Resource Languages: Invest in curated datasets for underrepresented languages,
drawing from initiatives like OpenNMT (Toral et al., 2018).

e User Feedback Integration: Enable dynamic learning from user corrections to improve real-
time performance.

e Ethical Transparency: Promote accountability by making training datasets and algorithms

more transparent.

CONCLUSION

LANGUAG
E FAMILY

MORPHO
LOGY
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Figure 1: Reasons for different outcomes amongst languages

We could argue that the percentages turned out the way they did partly due to the languages
belonging to different language families, with variations in syntax, phrase structure, and
morphological complexity. Prior studies have demonstrated that linguistic typology significantly
impacts the quality of neural machine translation (NMT) outputs (Koehn & Knowles, 2017; Aharoni,
Johnson, & Firat, 2019). For instance, languages with rich morphology, such as Turkish and Finnish,
pose greater challenges for NMT systems than more analytically structured languages like English
or Chinese. Research on low-resource languages (Ostling & Tiedemann, 2017) has further
highlighted the disparities in translation quality when working with underrepresented linguistic
data, as current models are disproportionately trained on high-resource languages.

Beyond linguistic differences, cultural and contextual sensitivity is another critical factor
affecting translation quality. Large language models, while capable of generating fluent and
grammatically correct translations, often struggle to capture cultural nuances, idiomatic expressions,
and pragmatic meanings (Fan et al., 2021). This limitation has been widely discussed in studies
examining biases in NMT outputs, where translations tend to reflect the dominant cultural
perspectives encoded in training data (Bender et al., 2021). The issue of bias extends to ethical
concerns, particularly regarding the transparency of training datasets and the socio-political
implications of automated translation in marginalized communities.

Given these challenges, recent studies advocate for hybrid approaches that combine machine
efficiency with human expertise (Toral & Way, 2018). While NMT has significantly reduced the time
and effort required for translation, human post-editing remains essential in ensuring accuracy,
particularly in legal, medical, and literary translation domains. Post-editing studies suggest that
professional translators can improve machine-generated texts through targeted interventions,
refining semantic accuracy, stylistic appropriateness, and cultural relevance. Additionally, broader
evaluations across diverse language pairs are necessary to assess how NMT models perform across
typologically distinct languages and whether machine-generated outputs remain consistent in
quality.

Future research should further investigate the ethical implications of Al-driven translation,
emphasizing training data transparency, fairness in representation, and equitable access to language
technology. The development of more inclusive multilingual models should consider the needs of
underrepresented languages, incorporating interdisciplinary insights from computational
linguistics, sociolinguistics, and translation studies. As technology evolves, the role of human
translators will remain vital, particularly in areas requiring cultural sensitivity and ethical judgment,
reinforcing the idea that while Al can augment translation, it cannot fully replace the nuanced

decision-making abilities of human professionals.
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