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Abstract. The Internet of Things (IoT) is a technology for connecting
physical objects through various digital systems, applied in many fields,
including medical monitoring. In this context, Wireless Body Area Net
works (WBANS) integrate seamlessly into the IoT infrastructure. The in-
creasing adoption of WBANS in the medical sector is driven by their nu-
merous advantages, such as continuous patient monitoring, early detec-
tion of health risks, and the provision of personalized medical care. How-
ever, several challenges remain, including managing energy consumption,
ensuring consistent QoS, resilience to failures, and maintaining patient
comfort. This study presents an innovative routing protocol, HEALTH,
specifically designed for WBANS, aiming to ensure optimal service qual-
ity in terms of temperature, response time, energy consumption, and
delivery rate. The protocol’s performance was evaluated using the BNS
and Castalia frameworks, based on the Omnet++ simulator. Simulation
results confirm the protocol’s effectiveness while maintaining sustained
service quality.
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1 Introduction

The Internet of Things (IoT) refers to a vast interconnected network of smart de-
vices and heterogeneous sensors. These objects, such as RFID tags, smartphones,
and others, can autonomously detect, capture, process, and transmit data us-
ing wireless technologies. Their growing numbers form wireless sensor networks
(WSNs) that communicate with each other [I][2]. IoT architecture refers to the
organizational structure of these interconnected components, including sensors,
communication devices, data processing platforms, cloud services, and software
applications. Together, these elements enable physical objects to collect, com-
municate, and act on data through wireless networks [3]. With IoT, it becomes
possible to randomly deploy energy-efficient devices in targeted areas for real-
time data collection and analysis. This evolution extends the Internet beyond
traditional computers by integrating connected objects, thus opening new av-
enues for process monitoring, automation, and optimization [4].

Wireless Body Area Networks are a special subcategory of WSNs designed to
monitor individuals’ health without disrupting their daily activities [B]. By using
sensors embedded in the body or clothing, these networks collect essential phys-
iological and medical data for health monitoring. The collected data is trans-
mitted wirelessly to data collection devices called “sinks” or servers, enabling
subsequent analysis or real-time monitoring. These data can then be routed to
an external network, accessible remotely by healthcare professionals, facilitating
the emergence of new applications in connected health and IoT [6][7]. However,
WBANS face several challenges. These include managing energy consumption,
the critical nature of the data processed, and the need to quickly and reliably
transfer information to care centers while ensuring data availability in the event
of system failures. Such failures may involve sensor node loss, communication
link breakdown, or malfunctioning network components. Managing these errors
is complex and requires fault-tolerance mechanisms to ensure proper system op-
eration. Due to their critical impact, extensive research has been con ducted
to develop effective fault-tolerance strategies [§]. Hence, it is essential to design
an intra-WBAN routing protocol that is both efficient and resilient, ensuring
optimal service quality.

To address these challenges, this article proposes a fault-tolerant routing
protocol called HEALTH (High Energy Aware and Low Thermal Routing Pro-
tocol), which aims to reduce energy consumption while ensuring fault tolerance
in WBANSs, maintaining high service quality for efficient and resilient data man-
agement. HEALTH distinguishes between critical and non-critical nodes by ap-
plying a pathfinding strategy that considers the nodes’ priority as well as their
energy and temperature levels.

The article is organized as follows: Section 2]reviews previous work on routing
in body sensor networks. Section [3] describes the working environment context.
Section [ presents the fault-tolerant routing protocol. Section [p] evaluates the
performance of the HEALTH protocol using the Castalia and BNS frameworks
based on Omnet++. Finally, Section [6] concludes the article by summarizing our
contributions and presenting the prospects for future research.
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2 Related works

The design of efficient routing protocols for wireless body area networks (WBANSs)
is essential due to the critical role data plays in human health. In this section,
we review prior studies and existing routing protocols specifically developed for
WBANS.

In 2020, Caballero et al. proposed the LATOR (Link-Quality Aware and
Thermal Aware On-Demand Routing) [9].protocol for WBANSs, designed to en-
hance packet delivery rates, minimize energy use, and extend node battery life.
LATOR uses a Link Quality Indicator (LQI) approach for relay node selec-
tion and manages node temperature to prevent overheating during route disco
very. Based on the AODV protocol [I0], it includes route discovery and mainte-
nance phases, where RREQ and RREPmessages are exchanged during discovery,
and RERR and HELLO messages during maintenance. While LATOR, improves
packet delivery, it has a limitation on the maximum number of hops for routes,
causing packet transmission failure if this limit is exceeded. Additionally, the
sink node’s responses to multiple RREQs may lead to network congestion, en-
ergy consumption, and collisions.

In 2013, Nadeem et al. introduced the SIMPLE (Stable and Intelligent Multi
hop Protocol for Efficient Data Delivery in Wireless Body Area Networks) rout-
ing protocol [I1], designed to be reliable, energy-efficient, and fast, making it
ideal for continuous patient monitoring. In this protocol, sensors measuring crit-
ical data are placed near the central node for direct communication, while other
nodes select retransmission nodes based on a cost function, which ensures high
residual energy and short distance to the central node, thus guaranteeing reliable
data delivery. The retransmission node uses TDMA to collect and forward data
to the central node. Simulation results demonstrate that SIMPLE improves net
work stability and extends node lifetime. However, using TDMA leads to longer
transmission times for critical data, and selecting retransmission nodes close to
the central node can deplete the battery life of nearby nodes more quickly.

In 2020, Ibrahim et al. introduced the R-SIMPLE (Reliable Stable Increased-
throughput Multi-hop Protocol for Link Efficiency in Wireless Body Area Net-
works) routing protocol [12], an enhancement of the SIMPLE protocol. It in-
corporates an intelligent sleep mode where sensors are categorized as critical
or non-critical. Non-critical sensors enter sleep mode based on a time schedule
provided by the supervising physician. The protocol also includes data verifica-
tion by non-critical sensors to ensure the data remains within defined critical
values. Additionally, an acknowledgment request is added to confirm successful
data transmission to the collection node. R-SIMPLE improves upon SIMPLE
by optimizing the cost function for selecting data transmission paths, using a
performance factor to choose the least costly path for efficient data transfer.
While R-SIMPLE enhances energy efficiency, network reliability, stability, and
lifetime, the data verification process may increase the processing load on sensors
and potentially lead to higher energy consumption.

In 2020, Khan et al. proposed the EHCRP (Energy Harvested and Coopera-
tive Enabled Efficient Routing Protocol) for wireless body sensor networks [13].
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This protocol enhances data transmission efficiency and reliability by considering
parameters like residual energy, the number of hops to the receiver, and conges-
tion levels. It employs a path cost function to select the optimal relay node based
on these factors. EHCRP improves multi-hop transmission efficiency, thereby ex-
tending network lifetime and optimizing data delivery. Additionally, it prioritizes
data by classifying packets into ordinary and emergency types, ensuring timely
transmission of critical information.

In 2024, Oussane et al. proposed the FTRBT (Fault-tolerance Routing Based
Tree) [14] protocol for WBANS in the medical field. This protocol organizes nodes
into a virtual tree structure to enhance the fault tolerance of health data while
optimizing QoS. FTRBT operates in two phases: the recognition phase, where
each collector creates its routing table, and the routing phase, where data is
processed according to its nature (alert or best-effort) and connection status.
Alert data is replicated in the event of a failure, while best-effort data is either
sent to a connected node or replicated. An acknowledgment mechanism ensures
data is stored in the cloud, and once nodes reconnect, the data is transmitted,
and replica storage is freed.

Table |l summarizes the strengths and weaknesses of the previously discussed
routing protocols.

Table 1: Comparison of previous approaches.

NP éy [ N I~
S $ & A &
N

Metrics 5 & < Q v &
Packet Delivery Ratio v v v v v v
Energy Efficiency v v v v X v
Network Stability v v v v X v
Latency Reduction X v v X X v
Storage Overhead X X v X v X
Relay Selection Efficiency v v v v X v

3 Environment and assumptions

The network under investigation is a WBAN, specifically designed for moni-
toring physiological vital signs. Its primary goal is to collect medical data and
facilitate wireless communication between sensors and health monitoring sys-
tems, enabling real-time health monitoring for patients. The system prioritizes
minimizing the impact of network failures by focusing on data preservation and
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ensuring continuous operation. It incorporates fault-tolerant routing to maintain
a high quality of service.

Figure [] illustrates the architecture of the proposed WBAN network, which
includes sensor nodes (depicted in green), aggregation nodes (yellow), and a sink
node (red). In addition, the following assumptions are necessary for the proper
functioning of our system presented below:

Fig. 1: Proposed Architecture.

— We consider a WBAN with a predefined number of nodes placed in the
human body.

— Nodes can be sensors or relay nodes.

— Sensors can be critical sensors that detect a parameter threatening the pa-
tient’s vital prognosis, or non-critical for non-threatening parameters.

— Messages can be system messages such as a node’s temperature threshold
exceeding or application messages concerning captured measurements such
as temperature, EEG, etc.

— According to the architecture used, the master node is static and is placed
in the human body.

— The computing capabilities of sensor and aggregation nodes are identical.

— The computing capabilities of the sink are higher than those of other nodes.
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— The transmission capabilities of the nodes are identical.
— We assume that all nodes have the same transmission radius.
— The transmission radius can be increased according to the situation

We have opted for a configuration where the WBAN consists of the sensors
described in Table 2

Table 2: Location and Type of Sensors (DT = Data Type, Pos = Position, ST
= Sensor Type, P = Periodic, EB = Event-based, WR = Wrist, RA = Right
Arm, RC = Right Chest, LA = Left Arm, Abd = Abdomen, Impl = Implanted,
W = Wearable).

Node Medical Sensor Function DT Pos ST
0 Sink Data collection All sensors Size /
1 Heart Rate Sensor Measures heart rate P, EB WR W
2 ECG Sensor Measures cardiac activity P Chest Impl
3  Body Temperature Sensor Measures body temperature P, EB WR W
4 Pulse Oximeter Sensor Measures oxygen saturation P Ear W
5 Blood Pressure Sensor Measures blood pressure P, EB RA W
6  Glucose Sensor Measures blood glucose levels P, EB Abd Impl
7  Respiratory Sensor Measures respiratory rate P, EB RC W
8 Motion Sensor Detects movements P, EB Foot W
9 EEG Sensor Measures brain activity P Scalp W
10 EMG Sensor Measures muscle signals EB LA W
11 Lactate Sensor Measures lactate concentration EB Abd Impl

4 Proposed Approach

4.1 Basic ideas

The architectural design of our HEALTH protocol is based on a hierarchy of
priorities for sensors and messages. Critical sensors are responsible for measuring
sensitive data related to the patient’s condition, such as the blood glucose sensor
for diabetes. Non-critical sensors, such as the temperature sensor, have a lower
priority.

In our system, there are two categories of messages: best effort messages
and alert messages. Sensors regularly send measurements captured during each
transmission period 7', which may contain one or more measurement instants,
as illustrated in Figure [2l The measured data are then aggregated and sent as
best effort messages to the sink node. If a sensor detects sensitive data, an alert
message is immediately sent to the main receiver.
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Fig. 2: Measurement and transmission time.

4.2 Description of the HEALTH protocol

In our protocol, we have used a priority order among messages. We distinguish
priority rules as follows:

1. Alert messages take precedence over best effort messages.

2. Alert messages from a critical sensor take precedence over those from a non-
critical sensor.

3. Application alert messages take precedence over system alert messages.

The message routing operates according to one of the following cases:

1. If the alert message comes from a critical sensor, the node increases its
transmission radius.

2. If the alert message comes from a non-critical sensor, the node performs
optimal route discovery in terms of hops.

3. In the case of best-effort messages, the node chooses the next hop based on
a cost function C defined in Equation

Clm) = = 0

Where n; represents the node neighboring i, F; is the energy level of node ¢
and T; is the temperature of node i.

If a sensor detects a low energy level (below the energy threshold ag) or a
high temperature (above the temperature threshold ar ), an alert message is
sent to the sink. If the node’s temperature returns to normal, a message is sent
to its neighbors.

In this protocol, six categories of messages circulating in the network are
used. Ping messages are exchanged during the recognition phase to calculate the
cost function of the various neighbors and detect link breaks. DATA is a message
containing the data measured by the sensor. RREQ, a route request message,
is sent during route discovery to determine an optimal route in terms of the
number of hops to the sink. RREP is a route response message, sent in response
to RREQ by the sink or by a node with an active route to the sink in its routing
table. RERR is a route error message sent by a node with a high temperature.
ACK is an acknowledgement message sent by the sink or an intermediate node
to confirm receipt of a critical alert message.
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The flowchart in Figure [3] describes the general operation of the HEALTH
protocol.
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time
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Fig.3: HEALTH Protocol Flowchart.

Reconnaissance phase During initialization, the sink node sends a Ping mes-
sage to all its neighbors. Each node that receives a Ping updates its timestamp
and then propagates the message to its neighbors. This message exchange is then
carried out periodically to update the routing table RT, which records paths to
destinations as well as the node’s neighbors. Additionally, each node deactivates
the lines of neighbors from which it has not received a Ping for three periods.
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Routing phase The node takes measurements at regular intervals. If the
measured data is sensitive, an alert message is immediately sent to the sink. The
choice of the route depends on the type of emitter (critical or non-critical). If the
measured data is not sensitive, the node stores them in a queue, then aggregates
and sends them at regular intervals.

— When it’s an Alert message from a critical sensor: The sensor in-

creases its transmission radius to reach the sink node in a maximum of two
hops. Once the packet is sent, the alert message is recorded in a dedicated
queue for possible retransmission in case of failure. An acknowledgment timer
is also initialized in the last line of the algorithm to check the reception of
the message.
When a node receives a critical alert message, it sends an acknowledgment
to the sender if it is the sink or one of its neighbors. The sink’s neighbors
intercepting the alert message relay it to the sink. When the sender receives
the acknowledgment, it removes the alert message from the queue. If the
acknowledgment timer expires, the node retransmits alert messages from
the queue if it is not empty.

— In the case of an Alert message from a non-critical sensor:The

sensor explores the shortest path to the sink. If an active path to the sink
exists, the sensor forwards the data packet to the next hop specified in the
routing table. In the absence of an active path, the data packet is queued
in a dedicated queue, while an RREQ message is dispatched to the node’s
neighbors, and an RREP timer is triggered.
When a node receives a routing request RREQ), it checks if its temperature
exceeds the threshold o . If the temperature is below the threshold and the
node has not already received the RREQ, it adds the route to the source in
its routing table. Then, it checks if there is already a route to the sink. If the
node is the sink itself or if it already has an active route to the sink in its
routing table, it responds with a routing reply RREP message. Otherwise,
it forwards the RREQ to its neighbors. If the RRE(Q is received by another
node, the sender is added to the list of nodes waiting for a route to the
sink (predecessors field in the routing table). If the temperature exceeds the
threshold, the node responds by sending a routing error RERR message to
the RRE(Q sender. When a node receives an RREP, it adds the path to the
sink to its routing table and indicates the reception of an RREP. If the node
is the initiator of the RRE(Q, it forwards the data to the next hop. Otherwise,
it forwards the RREP to all nodes waiting for a route to the sink. When the
RREP Timer expires, the node checks if the RREP reception indicator is
activated. If no RREP is received and the maximum number of attempts is
not reached, the node resends an RREQ. When a node receives a RERR, all
paths with the next hop being the initiator of the RERR are deactivated,
and a RERR message is transmitted to their predecessors.

— In the case of Best Effort messages : The message follows a multi-
hop path, where the next hop is selected from neighbors that meet energy
and temperature constraints. A node is considered a candidate for routing
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if its battery level is above a threshold ag and its temperature is below a
threshold Tiyax, where Tiax <apg. The candidate chosen for routing is the
one with the maximum value of the cost function C', defined in Equation
If two candidates have the same cost, we select the one with the highest
energy level. If no candidate node is available, the message is routed to the
neighbor with the highest energy level among nodes that meet the temper-
ature constraint, if they exist. Otherwise, the message is sent back to the
sender. The sender then chooses another route from the remaining candidate
nodes. If the sender is the source of the message and no other alternative
route is available, the message is queued until a system message indicates
that the temperature of a neighbor node has returned to normal.

4.3 Discussion

The proposed protocol prioritizes energy efficiency and temperature control while
maintaining a satisfactory packet delivery rate. It categorizes messages into three
priority levels. Critical sensor alerts, these have the highest priority as they
relate to urgent medical data. Sensors adjust their transmission range to ensure
immediate delivery, and these messages are retransmitted until acknowledged.
Non-critical alerts, these are time-sensitive but not life-threatening. The protocol
avoids overheated nodes during route discovery for these messages. Best-effort
messages, these are non-urgent and use multi-hop routing based on energy and
temperature metrics. Their transmission can be delayed if necessary.

The protocol uses two temperature thresholds, Ti,2x and ar, to regulate node
temperature and prevent overheating, balancing network efficiency and safety.
However, the assumptions of identical sensor capabilities may not reflect real-
world scenarios, as actual nodes may have varying performance due to hardware
limitations. Accounting for these variabilities could improve the protocol’s ro-
bustness in practical applications.

5 Performance Analysis

Simulations were conducted to evaluate the proposed solution using the Om-
net++ and Castalia simulators. Omnet++ is a modular, object-oriented dis-
crete event simulator [15], while Castalia is a framework specifically designed for
WSN and WBAN networks based on the OMNeT++ platform [I6]. To model
body mobility, node temperatures, the IEEE 802.15.6 protocol, and a trans-
mission channel compliant with WBANSs, we also employed the Body Network
Simulator (BNS) framework in the simulation [I7].

5.1 Simulation parameters

To test the suggested routing protocol and evaluate its performance, we delimited
a simulation area of dimensions 5 meters X 5 meters X 5 meters, representing
an enclosed space where the patient moves. The simulation runs over a period
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of 1000 seconds. Each node starts the simulation with an initial energy of 18720
joules and an initial temperature of 37°C. Critical thresholds are set at 50% of the
initial energy for the energy threshold (aF), and at a maximum temperature of
37.001°C for the lower temperature threshold (T)hax) and the critical temperature
threshold (aT"). The MAC protocol used is 802.15.6 [18], with transmission power
varying between -20dBm and -10dBm. Each node is allowed to send a maximum
of 1000 data packets during the simulation.

We perform simulations on two distinct scenarios. The first scenario, charac-
terized by a high sensor density with relay nodes, is illustrated in Figure [fal The
second scenario, featuring a low sensor density without relay nodes, is shown in

Figure

n
|
M I

(a) Scenario 1:High density. (b) Scenario 2: Low density.

Fig. 4: Architecture of the two scenarios.

The proposed scenarios are crucial for evaluating the protocol in various IoT
contexts, as they test its ability to adapt to different sensor network configu-
rations. This allows for an analysis of its performance in terms of energy, QoS,
and latency management, and to verify if the protocol maintains its performance
under varying network conditions, which is essential for real-time applications
such as healthcare or automation.

The sending period is calculated on the basis of the rate (number of packets
sent per second) of each node, as shown in Table

We vary mobility in both architectures to obtain the different scenarios men-
tioned in Table 4. At the beginning of the simulation, each node periodically
sends data packets, except for nodes 0 (sink), 10, and 12.
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Table 3: Packet Rate of Nodes (packets/s).
Node 1 2 3 4 5 6 7 8 9 11
Packet Rate 86 0.40 0.96 192 1.20 0.024 0.048 1.00 0.048 35

Table 4: Simulation scenarios.

Node Number Alert

Scenario Mobility Architecture Sending Alerts Node Type Sending Rate

Non-critical

A No . . 3 1/20
High density node
5 Critical node 1/3
B Yes 9 Critical node 1/2
- “ . 3 Non-critical 1/20
Low density node
. 1/2
. e 4 Critical node
5.2 Metrics

We evaluate the proposed protocol according to the following metrics:

Residual Energy or Remaining Energy: Predicts the lifespan of a node and,
consequently, the network.

Packet Delivery Ratio (PDR): Represents the ratio of the number of received
packets to the number of sent packets (see Equation .

PDR — number of received packets

(2)

Node temperature: An increase in the temperature of a node beyond a certain
threshold is hazardous to humans.

End-to-End Delay: Represents the duration of time required to deliver a
packet to its destination.

number of sent packets

5.3 Results interpretation

This section aims to evaluate the performance of the HEALTH protocol via
simulations, examining various scenarios and comparing them with the LATOR
protocol, given their similarity in operation. The results of simulations in differ-
ent contexts will be analyzed with reference to the metric mentioned above.

Residual Energy: According to the graph in Figure [5] illustrating the varia-
tion of the average residual energy of nodes across scenarios, it can be observed
that Scenarios C and D have lower energy consumption compared to Scenarios



Routing with QoS and Fault Tolerance in WBAN 41

A and B. In Scenarios C and D, both protocols exhibit similar energy consump-
tion. However, in Scenarios A and B, the HEALTH protocol consumes slightly
more energy than the LATOR protocol. Additionally, in Scenario 1, residual en-
ergy decreases slowly in the absence of mobility (Scenario A) compared to body
mobility (Scenario B), while in Scenario 2, residual energy remains constant.

Energy(J)
18720¢

18719 & scenario A

18718 —scenario A
LATOR
scenario B
HEALTH

# scenario B
LATOR

@ scenario C
HEALTH
scenario C
LATOR
scenario D
HEALTH

—scenario D

18711 LATOR

18717

18716

18715

18714

18713

18712

18710
50 100 150 200 250 300 350 400 450 500 550 G600 650 700 750 800 850 900 950_.
Time(s)

Fig.5: Average energy

Regarding the plots in Figures [f] and [7] representing the evolution of the min-
imum residual energy of nodes, they show that this evolution is almost identical
to that of the average residual energy for each scenario.

Energy(J)
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18718 —scenario C

18717 HEALTH
—scenario A
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18715 + scenario A

LATOR

18714 scenario C

18713 LATOR

18712

18711

18710

0 100 200 300 400 500 600 700 800 200  Time(s)

Fig. 6: Minimum Energy (without mobility).

In summary, in dense environments (Scenarios A and B), residual energy de-
pletes more rapidly due to the intensity of communications and increased energy
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Fig. 7: Minimum Energy (with mobility).

demands. Node mobility has a limited impact on energy consumption, indicat-
ing that the protocol is not highly sensitive to sensor movement. The LATOR
protocol stands out for its superior energy efficiency, primarily due to its ability
to adjust the transmission radius of critical nodes during alert scenarios. This
reduces retransmissions and improves communication reliability, a significant
advantage in critical contexts. Conversely, the HEALTH protocol, while more
energy-efficient in simple scenarios, is less effective in terms of packet delivery in
demanding conditions. However, the difference in energy consumption between
the two protocols becomes negligible when considering the higher packet deliv-
ery rate provided by LATOR. This trade-off is crucial for real-time applications,
where transmission reliability is paramount.

Rate of packages delivered (PDR) The graphs in Figures [8|and |§| illustrate
the Packet Delivery Ratio (PDR) of nodes across different scenarios.

In Scenario 1 (High density), the PDR of the LATOR protocol is zero due to
strong interferences caused by node density. This leads to a focus on the PDR of
the HEALTH protocol. In scenario A, nodes closest to the sink (8 and 9) achieve
the highest PDR, followed by alert-sending nodes (3, 5, and 9). Nodes 2 and 6,
located on the limbs, have better PDRs than those farther from the sink (1 and
11), despite the use of relay nodes. In scenario B, with mobility, the PDR, of all
nodes decreases. However, limb nodes (2, 5, and 11) show significant differences
between Scenarios A and B. Node 6 loses fewer packets compared to others, but
node 4 experiences heavy interference, nullifying its PDR and impacting node 3
as well.

In Scenario 2 (Low density), node 2 achieves the highest PDR, followed by
nodes 1, 3, and 5, while node 4 has the lowest PDR despite being close to the
central point. Nodes 1 and 4 show the worst PDRs in the LATOR protocol,
with significant differences compared to the HEALTH protocol. Node 5 is the
least impacted by mobility, showing minimal PDR variation between Scenarios
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C and D. Overall, the HEALTH protocol demonstrates better average PDR
performance compared to LATOR in both scenarios.
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Fig.9: Packet Delivery Rate (Scenario 2).

In dense environments (Scenarios A and B), residual energy depletes faster
due to the intensity of communications and increased energy demands, while
node mobility has a limited impact on energy consumption, indicating that the
protocol is less sensitive to sensor movement. The LATOR protocol stands out for
its better energy efficiency, particularly due to its ability to adjust the transmis-
sion radius of critical nodes during alert scenarios, which reduces retransmissions
and improves communication reliability, a key advantage in critical contexts. On
the other hand, while the HEALTH protocol is more energy-efficient in simpler
scenarios, it performs less effectively in terms of packet delivery in more de-
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manding environments. However, the energy consumption gap between the two
protocols becomes negligible when considering the higher packet delivery rate
provided by LATOR, a trade-off that is crucial for real-time applications where
transmission reliability is paramount.

Node Temperature Figure [I0] shows that the average temperature of nodes
rises faster in Scenarios C and D due to fewer nodes, resulting in limited alterna-
tive routes and higher node workloads. However, the LATOR protocol demon-
strates a slower temperature increase compared to the HEALTH protocol, de-
spite both avoiding overheated nodes during routing.
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Fig. 10: Average Temperature.

Figure reveals that in HEALTH Scenarios A, B, and C, the maximum
temperature trend mirrors the average, indicating uniform heat distribution.
Conversely, in all LATOR scenarios and HEALTH Scenario D, a significant gap
between average and maximum temperatures suggests uneven heat distribution
among nodes.

In summary, the HEALTH protocol provides better thermal balance than LA-
TOR due to two main factors: the use of a cost function C for best-effort routing,
which helps avoid thermal overload by directing packets to less stressed nodes,
and the integration of lower and critical temperature thresholds to keep nodes
at safe temperatures. These mechanisms ensure a uniform thermal management,
whereas LATOR, although energy-efficient, does not specifically address ther-
mal management, potentially leading to imbalances. Thus, even though LATOR
slows down temperature rise, HEALTH proves more suitable in environments
where precise thermal control is crucial.

End-to-End delay Since the packet delivery rate in Scenarios A and B is zero
in LATOR, we only examine the distribution of packet reception delays in the
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HEALTH protocol, as shown in the graphs in Figures [I2] and [I3] All packets
from the three priority levels have delays exceeding 500 ms. This is due to the
density of the architecture, leading to increased congestion in the network and
consequently longer transmission delays.
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Fig. 12: Histogram of End-to-End Delays (HEALTH scenario A).

In Scenarios C and D, both protocols’ end-to-end delays are compared based
on packet priority. Most best effort packets reach the destination in under 100
ms, but in some cases (like in the HEALTH protocol in Scenario C and both
LATOR and HEALTH protocols in Scenario D), delays exceed 1000 ms. Non-
critical alert packets sent by the LATOR, protocol consistently have delays above
1000 ms, whereas HEALTH protocol’s alerts in Scenario C have delays under
600 ms, with fewer than 10 packets exceeding 1000 ms. In Scenario D, delays
for most packets from the HEALTH protocol range from 500 ms to 1000 ms.
Critical alert packets from both protocols have delays below 100 ms.
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Fig. 13: Histogram of End-to-End Delays (HEALTH scenario B).

The results show that the LATOR protocol has longer delays for non-critical
packets, mainly due to the lack of a priority-based routing mechanism. Without
this feature, LATOR treats packets equally, meaning even non-critical packets
may follow the same paths or undergo the same processes as critical packets. This
can lead to congestion or suboptimal paths, increasing delays for non-critical
packets. On the other hand, HEALTH integrates a mechanism that prioritizes
critical packets, meaning these packets are routed quickly with fewer hops, re-
ducing delays, especially in scenarios where time-sensitive data, such as health
alerts, needs to be transmitted quickly. This optimized routing for critical pack-
ets is particularly beneficial in networks where certain packets are more urgent
than others, ensuring QoS for these essential packets. However, the situation is
different for non-critical alert packets in HEALTH. These packets, although less
urgent, undergo a route discovery process through flooding, which can lead to
longer delays. Flooding, while effective for discovering new routes in dynamic net-
works, can add delays due to the time required to transmit information through
all nodes in the network before a valid path is found. This mechanism, while
effective in some cases, is not optimal for all types of data and may increase
delays for less time-sensitive packets. In summary, HEALTH is more effective
for transmitting critical packets by reducing hops, while LATOR suffers from
longer delays for non-critical packets due to the lack of prioritization, but with
a more homogeneous behavior for all types of packets.

6 Conclusion and Perspectives

This article proposes a fault-tolerant solution for WBANSs in IoT networks, aim-
ing to ensure data integrity and continuous system operation despite sensor
failures or rapid battery discharge. The HEALTH protocol optimizes energy
consumption by establishing a hierarchy of packet priorities and adapting rout-
ing based on the energy and thermal states of nodes. It also aims to reduce the
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number of exchanged packets and minimize latency. Simulations were conducted
to evaluate its effectiveness across various scenarios, comparing it with the LA-
TOR protocol. The results demonstrate HEALTH’s superior performance within
the BNS framework.

In the future, we plan to extend the implementation of our fault tolerance

solution to a broader environment, with a particular focus on routing and inte-
grating QoS across WBAN networks.
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