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Abstract 

The aim of this study is to detect thyroid cancer and cancer recurrence using 383 datasets containing 16 parameters. These variables 

are: age, gender, smoking, smoking history, whether got radiotherapy or not, thyroid function status, physical examination, 

adenopathy, pathology, focus, risk type, T, N, M stages depending on risk type, cancer level and recurrence status. In this study, 

Decision Stump, Hoeffding Tree, J48, LMT, Random Forest1, Random Forest2, REP Tree trees datasets and Naive Bayes, Logistic 

Function, Multilayer Perception Function, Simple Logistic Function1, Simple Logistic Function2, IBK K 3 functions were run with 

WEKA program. According to the results, it is concluded that Random Forest trees are better than other classifiers and studies in 

the literature. 

© 2023 DPU All rights reserved. 
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1. Introduction 

With the developing technology, smart systems and computer systems becoming widespread today, many raw data 

have been stored. The meaningful data in this big and meaningless data, which does not make sense on its own, needs 

to be made meaningful in a way that will meet the needs of future generations and can be used for the benefit of 

humanity together with the existing data. Data mining has gained a place today as an interdisciplinary working model 

that has proven to be reliable with its structure that supports those who analyze in this field, provides convenience and 

ideas to decision-makers, and provides an opportunity to take precautions before problems occur [1]. 

The health sector is also a sector where raw data is available. For this reason, data mining professionals have 

conducted many studies in the health sector. For example, Health Information Systems provide ease of decision-

making for physicians in the diagnosis and treatment of disease. Thanks to these systems, data flow is provided in 

areas such as quality management, diagnosis and treatment of disease, medical documentation and information 

management [1]. 

                                                   

*Corresponding author. Tel.:+9-0545-334-3233; fax:+9-0274-443-0381. 

E-mail address: sukru.kitis@dpu.edu.tr 

mailto:sukru.kitis@dpu.edu.tr


Kitiş, Ş., (2025) / Journal of Scientific Reports-A, 60, 89-98 

90 

 

 

In the medical field, data mining is used in many areas such as early diagnosis of diseases, treatment planning, 

cancer diagnosis and management of health services. Databases created from data such as blood tests, operations, 

external findings and physicians' opinions can be considered as a method to improve the quality of future diagnosis 

and treatment services by being examined by data mining algorithms. Accurate disease diagnosis reduces the time 

allocated for early diagnosis and treatment and the costs incurred in this process [2]. 

Data mining is also used in many methods used in cancer diagnosis and prognosis. In one study, a data mining 

model was developed for decision making for the treatment of breast cancer patients. This model helps to determine 

the most appropriate treatment plan using disease stage, cancer type and patient's lifestyle factors. Apart from this, 

there are also studies such as the detection of drug side effects, treatment recommendations, drug discovery in some 

diseases such as the diagnosis of diabetes, the diagnosis of Down syndrome in a baby in the womb, early diagnosis of 

some types of cancer, determination of the disease diagnosis of various autoimmune diseases because they do not 

show symptoms in the body [2]. Many studies have also been conducted on thyroid disease [3]. Hyperthyroidism is a 

disease caused by excessive thyroid secretion from the thyroid gland [4]. Thyroid hormones are responsible for 

regulating the body's energy. When thyroid hormone levels are high, the body quickly uses up energy and vital 

functions are accelerated. In most cases, hyperthyroidism is caused by a problem with the thyroid gland itself, and the 

thyroid gland simply produces an excess of thyroid hormone without any other symptoms. Rarely, hyperthyroidism 

can occur as a result of overproduction of thyroid stimulating hormone (TSH) from the pituitary gland [5]. As a rule, 

the diagnosis of hyperthyroidism is based on changes in the levels of serum thyroid hormone parameters. The thyroid 

hormone parameters considered in the diagnosis of hyperthyroidism are TSH, ST3, ST4, TT3 and TT4 [6]. As these 

enzymes are used in the diagnosis and identification of each individual person, they create huge piles of data. 

Furthermore, as this type of research in biology and medicine increases, it leads to a proliferation of different data 

types related to real-world phenomena [7]. Some of the main data types currently in use are enzymes [7], biological 

state measurements [8], obesity [9], DNA [10], Parkinson’s disease [11], and protein synthesis [12]. 

2. Method 

2.1. Data set 

The dataset used in this study [13] contains 16 clinicopathologic features aimed at predicting recurrence of well-

differentiated thyroid cancer. The dataset has been collected over 15 years, and each patient has been followed for at 

least 10 years. This dataset contains 383 different data, each with 16 variables. The data was obtained from thyroid 

disease dataset provided by UCI Machine Learning Repository. Table 1 contains information about this dataset. 

Table 1. Thyroid disease datasets provided by UCI machine learning repository 

Parameter Description Value type 

Age Age Year (between 15-82) 

Gender Gender F, M (Female, Male) 

Smoke Smoking True, false (Present, absent)  

Hx smoke Smoking history True, false (Present, absent)  

Hx radiothreapy Radiotherapy history True, false (Present, absent)  

Thyroid  Thyroid function status Euthyroid, clinical hyperthyroidism, others 

Physical examination Physical examination status Multinodular goiter, single nodular goiter, others 

Adenopathy Presence of adenopathy No, right, others   

Pathology Pathology result Papillary, micropapillary, others  

Focalization Focus type Multi focal, uni focal  

Risk Risk type High, intermediate, low 

T T T1a, T1b, T2,T3a, T3b, T4a, T4b, 

N N N1a, N1b, N0 

M M M0, M1 
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Stage Cancer level I, II, III, IVA, IVB 

Response Response to treatment Indeterminate, excellent, structural incomplete, biochemical incomplete 

Recurred Cancer recurrence status Yes, no  

 

The list and descriptions of the attributes of the data in the Kaggle dataset in Table 1 are as follows: 

Age: Age of the patient at the time of diagnosis or treatment. 

Smoke: Whether the patient smokes or not.  

Hx smoke: Patient's smoking history. 

Hx radiotherapy: History of radiotherapy treatment. 

Thyroid: The status of thyroid function. 

Physical examination: Findings from physical examination of the patient. 

Adenopathy:  The presence or absence of enlarged lymph nodes (adenopathy). 

Pathology: Specific types of thyroid cancer are determined by pathologic examination of biopsy specimens. 

Focalization: Whether the cancer is unifocal (limited to a single location) or multifocal (present in more than one 

location). 

Risk; 

T: Classification of the tumor based on its size and the extent to which it has spread to nearby structures. 

N: Nodal classification indicating involvement. 

M: Metastasis classification indicating the presence or absence. 

Staging: The overall stage of the cancer, typically determined by combining the T, N and M classifications. 

Response to treatment: Indicates whether the cancer responded favorably, unfavorably or remained stable after 

treatment. 

Recurrence status: Indicates whether the cancer is likely to recur after initial treatment [13]. 

Figure 1 shows the distribution of the data in the dataset according to patients. 

 

Fig. 1. Distribution of the data in the dataset according to patients (Age, gender, smoking, thyroid function etc). 

Data were collected from 312 women and 71 men. The age range was between 15 to 82 years. 334 were non-

smokers and 49 were smokers. 355 people had no smoking history, while 25 had a history. Other variables and their 

distributions are shown in Figure 1. 
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2.2. Algorithms 

Some of the methods used in this study are as follows: 

 Random Forest (RF)  

RF is a classification algorithm consisting of multiple decision trees. These individual trees produce results that are 

then combined to provide a final prediction. Random forest is particularly useful for complex data where the 

relationships between variables can be very noisy. To solve such a problem, the algorithm selects a random subset of 

the data and builds a decision tree based on this subset. This process is repeated several times to build a set of trees. 

The final prediction is made by majority voting or averaging the predictions of all trees. The advantages of this 

algorithm are its accuracy and its ability to avoid overfitting thanks to its integrated mechanisms. It is also a versatile 

algorithm that can adapt to regression problems as well as classification problems. However, it can be expensive in 

terms of calculation and its accuracy may decrease when applied to small data sets [14]. 

 Naive Bayes Classification Algorithm 

This algorithm is an easy-to-understand and fast method based on Bayesian theory. It is an algorithm based on the 

assumption that all variables are independent of each other and all have the same importance [15,16,17]. It is both a 

predictive and descriptive classification technique. It is one of the most effective inductive learning algorithms for 

machine learning and data mining. Although the independence assumption is very rare in reality, i.e. this assumption 

is often unrealistic, the success of Naive Bayes in classification and its superiority over some other classification 

algorithms has been demonstrated in various studies. The independence assumption allows each variable to be learned 

individually. Thus, it allows the classification process to be fast even in data with many variables. Naive Bayes 

classification algorithm is performed by selecting the class with the highest probability similarity to sample to be 

classified according to Bayes rule. A priori probabilities are used to calculate this selection. In general, 80% of the 

data is divided as training set and 20% as test set [16,17]. 

 J48 Classification Algorithm 

J48 is a decision tree algorithm developed by J. R. Quinlan based on the C4.5 algorithm [18]. This algorithm tries 

to find appropriate behaviors for attributes with several sample approaches. Thus, it generates rules to reach the 

variable to be accessed. When creating decision trees, subtrees are created, and these subtrees can be further 

subdivided into more branches according to the dataset structure. J48 also performs pruning to remove unwanted and 

meaningless branches from the decision tree. The purpose of the pruning technique in J48 is to reduce misclassification 

errors. The decision tree consists of a decision node and a leaf node. The decision node determines the test of the 

features, and the leaf node determines the class values. Thus, the J48 classifier algorithm creates easy-to-understand 

models and provides in improvement classification performance [19,20]. 

 Logistic Regression (LR) 

LR is a nonlinear regression model specifically designed for a binary dependent variable. It is a nonlinear model 

that can be linearized with appropriate transformations. In the literature, it is also called logit regression. If the 

dependent variable in the model is expressed with two categories, the model is called “Binary Logistic Regression 

Model” and if it is expressed with more than two categories, it is called “Multiple Logistic Regression Model” [21]. 

In the binary logistic regression model, it takes the value 1 if the event occurs and 0 if it does not occur. The 

independent variables in the model can be continuous and/or categorical variables, and binary or triple interactions of 

independent variables can be included in the model as covariates [22]. Logistic regression is one of the multivariate 

analysis methods used for grouping observations. In addition to its ease of use due to its lack of assumption constraints, 

mathematical flexibility of the model obtained from the analysis increases the interest in the method [23]. 

 Multilayer Perceptron Function (MLP) 

MLP is a type of multilayer artificial neural. The network is also referred to as a feed-forward artificial neural 

system. A multilayer perceptron consists of at least three node layer components: input layer, hidden layer and output 

layer. It is the most widely used and best learning artificial neural network model. It is a very powerful function for 
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classifying prediction problems. The aim of this model is to minimize the difference. The result is obtained with the 

target result (output) of the network [24]. 

 Decision Stumps (DS) 

DS stands for decision logs. They are basically single-label decision trees. They are often used with big data. A log 

is opposed to a tree with multiple layers. It basically stops after the first split. For smaller datasets, they are also not 

very helpful for building simple yes/no decision models. This algorithm not only improves model performance 

through ensemble but also preserves the interpretability of the decision tree. It is also preferred to avoid the problem 

of reduced interpretability of information after integration due to the excessive depth of decision trees [25,26]. 

 Hoeffding Tree (HT) 

T known as streamed decision tree induction. Its name comes from Hoeffding boundary used in tree induction. HT 

known decision tree algorithm, was initially proposed to address classification problems in large-scale data stream 

mining. HT model, each instance in training database is scanned once. HT possesses an outstanding computational 

efficiency with relatively lower RAM [25,26].  

 Logistic model tree (LMT)  

LMT stands for logistic model tree. It is a classification model with correlated supervision. It combines decision 

tree learning and logistic prediction as training algorithms. Logistic model trees use a decision tree with linear 

regression models at the leaves to provide a linear result on a partition basis [25,26]. 

 REP Tree 

REP Tree is a fast decision tree learner. It prunes and builds a decision/regression tree by taking entropy as a 

measure of impurity and using reduced error pruning. It only ranks and qualifies numeric values once [25,26]. 

When it is studied in the WEKA program with these methods, parameters evaluated in terms of accuracy of the 

results are given below [27,28]: 

 Precision 

It expresses how many positive predictions are correct. Precision is especially important in situations where the 

cost of false alarms is high. 

                                          𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑧𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑧𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃)+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑧𝑖𝑡𝑖𝑣𝑒𝑠 (𝐹𝑃)
                                      (1) 

 Accuracy 

It is the proportion of correct predictions over the total set of examples. It is a simple and understandable measure. 

                                                 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁( 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 (𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)
                                                                           (2) 

 Recall 

It is the proportion of correctly predicted observations among true positive observations. It measures the ability of 

the model to correctly detect all positive samples. Sensitivity is critical when false negatives are costly. 

                                                                                                  𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 +𝐹𝑁
                                                                                                (3) 

 F1-score 

It is the harmonic mean of precision and sensitivity. It takes the best value as 1 and the worst value as 0. The F1-

score is very useful when it is necessary to find equilibrium in unbalanced datasets. 

                                                                     𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2 ×𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                                                                           (4) 

 Roc Area or Area Under the Curve (AUC) 

The Receiver Operating Characteristic (ROC) curve shows the performance of the model at different thresholds 

and AUC represents the area under this curve. 

AUC = 1.0: A perfect model (completely separates positive and negative classes). 

AUC = 0.5: A random model (cannot distinguish classes). 

AUC < 0.5: The model is worse than the random guess (as if the predictions were inverted). 

 Matthews Correlation Coefficient (MCC) 
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MCC is a metric that evaluates the performance of binary classification models and aims to measure the accuracy of 

the model in a more comprehensive way. MCC calculates the overall accuracy of the classification model by 

considering TP, FP, TN and FN values. MCC is a powerful metric for assessing the overall accuracy of the model and 

is particularly useful in unbalanced data sets. this metric, which is easily available through Weka, provides a more 

accurate understanding of model performance. 

3. Results and Discussion 

The dataset was analyzed with 11 different methods. In the first stage, since the results obtained with the random 

forest1 and simple logistic function1 methods were higher than the others (96.34% and 96.08% accuracy rates), these 

two methods were re-run. While the first results were obtained with cross validation (10), percentage split (80) was 

studied as second and in this case, the ACC value as random forest2 reached 97.4% and the ACC value as simple 

logistic function2 reached 96.1%. While there was an increase of 0.02% in the simple logistic function method, the 

difference increased to 1.06% in the random forest method. The value of 97.4% obtained with the random forest2 

method is higher than the studies in the literature. 

When the studies on thyroid are examined; Tantika achieved an ACC rate of 93.8% with Support Vector Machine 

(SVM) method in his conference presentation in 2022. The data set was 7200 samples [29]. Yusuf and Hidayatulloh 

reached 96.1% with Artificial Neural Network method in a data set of 383 samples in 2024 [30]. Angel and 

Herwindiatib achieved 97% with SVM, 92% with Radial Basis Function (RBF) and 91% with K-Nearest Neighbor 

(KNN) in 2024. The dataset consisted of 9172 samples [31]. Wijonarko achieved ACC rates ranging from 91.803% 

to 98.491% with Navie Bayes method on a dataset of 265 samples in 2018 [32]. Faruqziddan et al. reached 97.5% 

with RF method on a 383-sample data set [33]. In his thesis study, Luthfi found 95.16% with RF, 87.10% with KNN, 

93.55% with Naive Bayes and 90.32% with Decision Tree on a data set of 123 samples [34].  Mutawali et al. obtained 

93% with KNN algorithm [35], Untuk and Harga obtained 64% with Naive Bayes method, 63% with KNN [36], 

Tamba obtained 82.60% with RF [37]. In these studies [29-37] (table 3), the highest ACC rate was seen as 97% [31] 

and the lowest ACC rate was seen as 63% [36].  The 97% rate was obtained with 9172 samples. This result was 

achieved with the SVM method. The 63% rate was obtained with the KNN method. The proposed study reached 

97.4% ACC rate with the random forest method. This result is a higher value than all the results in the literature [29-

37]. 

 

 

 

 

 

 

 

Fig. 2.  Graphical representation of the results 

Table 2. Results (ACC, precision, recall etc) of the methods (decision stump, hoeffding tree, J48 etc) studied 

Model   Verification technique Accuracy Precision Recall F1-Mesure Mcc Roc are 

Decision Stump Cross Validation (10) 94.57 94.7 94.5 94.4 86.4 86.4 

Hoeffding Tree Percentage Split (80) 94.8 94.8 94.8 94.7 85.7 98.3 

J48 Cross Validation (10) 94.77 94.8 94.8 94.7 86.9 94.7 

LMT Cross Validation (10) 96.08 96.1 96.1 96 90.2 98.7 
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When the dataset was studied with the cross validation (10) technique with the method we call random forest1, it 

gave the best results among other methods with 96.34 accuracy, 96.4 precision, 96.3 recall and 98.8 ROC ARE ratios. 

When percentage split (80) validation technique was used with the method we call random forest2, accuracy, 

precision, recall and f1-duration rates increased to 97.4% and MCC increased to 93%, reaching the best results among 

other methods. It was only behind a few methods in terms of ROC-ARE ratio (figure 2, figure 3.a, figure b and table 

2).  According to the literature review, both random forest1 and random forest2 yielded higher results than the studies 

(table 3). 

 

 

 

 

 

 

 

 

 

 

 

 

(a) 

 

 

 

 

 

 

 

 

 

 

 

(b) 

Random Forest1 Cross Validation (10) 96.34 96.4 96.3 90.3 90.9 98.8 

Random Forest2 Percentage Split (80) 97.4 97.4 97.4 97.4 93 97.2 

Rep Tree Cross Validation (10) 95.3 95.4 95.3 95.2 88.3 95.2 

Naive Bayes Cross Validation (10) 91.38 91.4 91.4 91.4 78.8 97.9 

Logistic Function Cross Validation (10) 93.99 93.9 94 93.9 85 92.2 

Multilayer Perception Function Cross Validation (10) 95.56 95.5 95.6 95.5 89 97.3 

Simple Logistic Function1 Cross Validation (10) 96.08 96.1 96.1 96 90 98.7 

Simple Logistic Function2 Percentage Split (80) 96.1 96.1 96.1 96.1 89.4 94.5 

IBK K 3 Cross Validation (10) 93.21 93.2 93.2 93.1 82.9 94.4 
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Fig. 3. (a) Accuracy values of the studied methods, (b) MCC values of the studied methods 

Table 3. Comparison of the proposed method with the literature 

Authors Year Method Results (ACC) 

Tantika (29) 2022 SVM %93,8 

Yusuf ve Hidayatulloh (30) 2024 ANN %96,1 

Angel ve Herwindiatib (31) 2024 SVM %97 

Angel ve Herwindiatib (31) 2024 RBF %92 

Wijonarko (32)  2018 Navie Bayes %91,803-%98,491 

Faruqziddan v.d. (33) 2024 RF %95,16 

Luthfi (34) 2023 RF  %95,16 

Luthfi (34) 2023 KNN %87,10 

Luthfi (34) 2023 Naive Bayes %93,55 

Luthfi (34) 2023 Decision Tree %90,32 

Mutawali [35] 2022 KNN %93 

Untuk ve Harga [36]  2020 Naive Bayes %64 

Untuk ve Harga [36] 2020 KNN %63 

Tamba [37] 2022 RF %82,60 

Recommended Method  Random Forest 2 %97,4 

4. Conclusion and Suggestion 

The 97.4% rate in the proposed method shows that the dataset analyzed in terms of thyroid cancer and recurrence 

status is an acceptable dataset, and it shows that it produces good results with the method we call random forest2. 

However, when 2.6% ratio is considered as a misdiagnosis as a result, considering an error that can lead to the death 

of people, studies to improve this will continue. The 97.4% ACC rate obtained is higher than the rates in the literature. 

For the 2.6% error rate found to be incorrect, specialist doctors can benefit from other imaging methods (ultrasound, 

tomography, MRI, etc.). This study can be used as a supporting mechanism for specialist doctors. It is thought that 

higher ACC rates can be achieved by obtaining more data from the patient (cholesterol, anamnesis, glucose, HbA1c 

etc.) and increasing the number of patients. Our future studies will also be aimed at reducing this incorrectly detected 

rate.  
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