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ABSTRACT 
Art$f$c$al Intell$gence technolog$es, wh$ch show a rap$d progress today, show an effect$ve and successful progress $n the f$eld of 
surgery as $n every f$eld. Th$s study a$med to reveal the effects of Art$f$c$al Intell$gence technolog$es and appl$cat$ons on global 
surgery and surg$cal nurs$ng. In the l$ght of the data obta$ned by search$ng the l$terature $n Google Scholar, Pubmed, Scopus, Web 
of Sc$ence databases, the benef$ts and l$m$tat$ons of art$f$c$al $ntell$gence technolog$es $n the f$eld of global surgery and surg$cal 
nurs$ng were rev$ewed. It $s d$scussed that art$f$c$al $ntell$gence technolog$es, wh$ch are w$dely used $n the surg$cal f$eld for 
surgeons, are very successful $n pract$ce but may cause some eth$cal problems. In terms of surg$cal nurs$ng, $t $s seen that art$f$c$al 
$ntell$gence appl$cat$ons are l$m$ted, they are successful $n student educat$on. These technolog$es br$ng some new respons$b$l$t$es 
to nurses $n the cl$n$c. Although Art$f$c$al Intell$gence technolog$es are w$dely used $n surgery, the$r use $n the f$eld of surg$cal 
nurs$ng $s not yet at the des$red level. In order to $ncrease the use of these technolog$es w$th$n the framework of eth$cal pr$nc$ples 
$n the f$eld of nurs$ng, necessary tra$n$ngs should be prov$ded and nurses should have knowledge $n th$s f$eld. 
Keywords: Art$f$c$al Intell$gence, Surgery, Surg$cal Nurs$ng 
 
 
 
 
ÖZ 
Günümüzde hızlı b$r $lerleme gösteren yapay zeka teknoloj$ler$, her alanda olduğu g$b$ cerrah$ alanında da etk$l$ ve başarılı b$r 
$lerleme göstermekted$r. Bu çalışma, yapay zeka teknoloj$ler$ ve uygulamalarının küresel cerrah$ ve cerrah$ hemş$rel$ğ$ üzer$ndek$ 
etk$ler$n$ ortaya koymayı amaçlamıştır. Google Scholar, Pubmed, Scopus, Web of Sc$ence ver$ tabanlarında l$teratür taraması 
yapılarak elde ed$len ver$ler ışığında, yapay zeka teknoloj$ler$n$n küresel cerrah$ ve cerrah$ hemş$rel$ğ$ alanındak$ yararları ve 
sınırlılıkları gözden geç$r$lm$şt$r. Cerrah$ alanda ve cerrahlar $ç$n yaygın olarak kullanılan yapay zeka teknoloj$ler$n$n uygulamada 
çok başarılı olduğu ancak bazı et$k sorunlara neden olab$leceğ$ tartışılmıştır. Cerrah$ hemş$rel$ğ$ açısından $se yapay zeka 
uygulamalarının sınırlı olduğu, öğrenc$ eğ$t$m$nde başarılı olduğu ve bu teknoloj$ler$n kl$n$kte hemş$relere bazı yen$ sorumluluklar 
get$rd$ğ$ görülmekted$r. Yapay zeka teknoloj$ler$ cerrah$ alanında yaygın olarak kullanılmasına rağmen cerrah$ hemş$rel$ğ$ alanında 
kullanımı henüz $sten$len düzeyde değ$ld$r. Hemş$rel$k alanında et$k $lkeler çerçeves$nde bu teknoloj$ler$n kullanımının arttırılması 
$ç$n gerekl$ eğ$t$mler$n ver$lmes$ ve hemş$reler$n bu alanda b$lg$ sah$b$ olması gerekmekted$r. 
Anahtar Kel8meler: Cerrah$, Cerrah$ Hemş$rel$ğ$, Yapay Zeka 
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INTRODUCTION 

Art$f$c$al $ntell$gence (AI) $s def$ned as mach$ne-based systems that perform human-def$ned target tasks to make pred$ct$ons, 

recommendat$ons or dec$s$ons that affect the$r env$ronment so that cogn$t$ve processes assoc$ated w$th human $ntell$gence 

can be executed (Am$n et al., 2024; Gun$ et al., 2024; World Health Organ$zat$on [WHO], 2021). The rap$d growth $n AI 

appl$cat$ons requ$res an understand$ng of how these technolog$es can be used to del$ver safer, more eff$c$ent and more cost-

effect$ve care (Bell$n$ et al., 2022). 

Major advances and developments $n computer technolog$es have played a major role $n the development of the bas$c 

technolog$es requ$red for the emergence of AI, wh$ch $s rooted $n many f$elds such as ph$losophy, psychology, l$ngu$st$cs, 

robot$cs and stat$st$cs (Hash$moto et al., 2018). AI $mposes human capab$l$t$es on mach$nes, such as problem solv$ng, object 

and word recogn$t$on, $nference from s$tuat$ons and dec$s$on mak$ng (Bell$n$ et al., 2022). Therefore, th$s process starts w$th 

the developers of the AI system $nputt$ng the ava$lable data $nto the system and the system 'learn$ng' th$s data. The system's 

learn$ng exper$ence enables AI to understand, commun$cate, make dec$s$ons and draw $nferences $n a s$m$lar way to humans, 

or even better than humans (Keles, 2022). AI technolog$es $nclude many d$sc$pl$nes such as 'Mach$ne learn$ng', 'Deep 

learn$ng', 'Neural networks', 'Rat$onal agents' (Hash$moto et al., 2018; Keles, 2022). It has been observed that subtypes of AI 

have the potent$al to be cl$n$cally useful (Gun$ et al., 2024). 

'Mach$ne learn$ng', wh$ch enables mach$nes to learn and make pred$ct$ons by recogn$z$ng patterns $dent$f$ed $n the$r 

systems, $s a subset of AI that enables the med$cal team to better care for pat$ents through accurate d$agnos$s and treatment 

(Am$n et al., 2024; Gun$ et al., 2024; Hash$moto et al., 2018). 'Mach$ne learn$ng' $s also sa$d to be very useful $n $dent$fy$ng 

subtle patterns $n large datasets, us$ng techn$ques that allow for more $nd$rect and complex relat$onsh$ps and mult$var$ate 

effects than trad$t$onal stat$st$cal analys$s (Hash$moto et al., 2018). 

'Deep learn$ng', wh$ch uses neural networks to analyze large datasets and solve complex problems, $s a more advanced 

subset w$th$n mach$ne learn$ng. It can be def$ned as neural networks that conta$n mult$ple h$dden layers w$th h$gher process$ng 

capab$l$ty (Bodenstedt et al., 2020; Gun$ et al., 2024; L$ et al., 2021). One of the most $mportant appl$cat$ons of deep learn$ng 

$n $dent$fy$ng complex patterns $s $ts d$agnost$c performance $n med$cal $mag$ng (Aggarwal et al., 2021; Gun$ et al., 2024). 

Insp$red by b$olog$cal nervous systems, 'neural networks' rece$ve data $nputs s$m$lar to dendr$tes $n neurons, process 

them $n layers that perform calculat$ons s$m$lar to the funct$ons of axons and transm$t the output to the next neuron, wh$le the 

connect$ons between neurons are class$f$ed accord$ng to d$fferent $nput-output maps of the network correspond$ng to tasks 

such as pattern/$mage recogn$t$on and data class$f$cat$on (Hash$moto et al., 2018). At th$s stage, 'Rat$onal agents' appear as a 

p$ece of software that bases the dec$s$on on AI ($.e. an art$f$c$al bra$n) (Keles, 2022).  

If we expla$n the work$ng pr$nc$ple of AI w$th an example; when a mach$ne $s to be programmed to recogn$ze the 

outl$nes of the heart $n magnet$c resonance $mag$ng, $t $s f$rst necessary to prepare a large number of $mages of the heart and 

other organs and label the $mages as “heart” and “not heart”. A s$mple program $s prepared that can analyze the $mages and 

d$st$ngu$sh them accord$ng to some features. Next, the labeled and segmented $mages are fed $nto the deep learn$ng algor$thm 

and the labeled $mages are processed. As the learn$ng progresses, $mages labeled as “heart” act$vate neurons on a spec$f$c 

pathway $n the art$f$c$al bra$n, and “not heart” $mages tr$gger other neuron pathways. After process$ng enough $mages, th$s 

art$f$c$al bra$n can now d$st$ngu$sh between an $mage of a heart and an $mage of another organ. Th$s ent$re process $s called 

“Mach$ne Learn$ng”. These tasks are not only l$m$ted to recogn$z$ng organs; they are also $mportant for d$st$ngu$sh$ng 
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between healthy cells and cancer cells, and help$ng to class$fy les$ons as normal or abnormal, ben$gn or mal$gnant (Cast$gl$on$ 

et al., 2021). In th$s d$rect$on, there are stud$es $nd$cat$ng that deep learn$ng models are used to $dent$fy safe and dangerous 

areas $n procedures such as laparoscop$c cholecystectomy (Madan$ et al., 2022), cataract surgery (Garc$a et al., 2022), 

laparoscop$c sleeve gastrectomy (Hash$moto et al., 2019) and aneurysm repa$r (L$ et al., 2022). In add$t$on, real-t$me analys$s 

of laparoscop$c v$deo $n a sleeve gastrectomy surgery prov$ded automat$c $dent$f$cat$on w$th 92.8% accuracy (Volkov et al., 

2017), prov$d$ng ev$dence that AI can be used surg$cally to $dent$fy or pred$ct adverse events for $ntraoperat$ve cl$n$cal 

dec$s$on support (Hash$moto et al., 2018). It $s stated that $t $s poss$ble to produce many appl$cat$ons $n th$s way (Cast$gl$on$ 

et al., 2021; Keles, 2022). 

Use of Art1f1c1al Intell1gence 1n Surgery 

AI appl$cat$ons have ga$ned cons$derable attent$on $n the last decade, w$th s$gn$f$cant advances $n test$ng and develop$ng the$r 

cl$n$cal use (Gun$ et al., 2024). The ab$l$ty of AI technolog$es to qu$ckly and accurately exam$ne large datasets and detect 

connect$ons that the human m$nd cannot perce$ve has made them part$cularly useful $n healthcare (Bell$n$ et al., 2022). 

In the surg$cal f$eld, the f$rst computer-ass$sted surgery systems emerged $n the early 80s and these systems helped 

to gu$de surg$cal procedures us$ng real-t$me data w$th preoperat$ve $mages (Stark et al., 2024), and $n recent years, AI 

technolog$es, wh$ch are frequently used $n surg$cal appl$cat$ons $n operat$ng rooms, have been used as a very $mportant 

$ntraoperat$ve tool $n d$fferent f$elds of surgery such as general surgery, thorac$c surgery, urology, neurosurgery and orthoped$c 

surgery, card$othorac$c and vascular surgery, although they cannot replace the surgeon yet (Am$n et al., 2024). It $s known 

that the use of augmented real$ty appl$cat$ons and surg$cal robots, espec$ally gu$ded by art$f$c$al $ntell$gence algor$thms, 

prov$des real-t$me ass$stance to surgeons dur$ng surgery, enabl$ng the surgeon to perform appl$cat$ons w$th prec$se and stable 

movements, thus reduc$ng poss$ble errors (Fan et al., 2023; Stark et al., 2024). 

Art1f1c1al Intell1gence Technolog1es Used 1n Surgery 

The most outstand$ng ach$evement and appl$cat$on of art$f$c$al $ntell$gence $s that the latest technolog$cal systems used $n the 

surg$cal f$eld have been developed w$th art$f$c$al $ntell$gence. AI technolog$es have enabled the development of 3D pr$nt$ng 

technolog$es, v$rtual real$ty, augmented real$ty and m$xed real$ty technolog$es, espec$ally robot$c technolog$es (Keles, 2022). 

In th$s d$rect$on, we can exam$ne these technolog$es as 'AI-conta$n$ng' (dr$ven by AI algor$thms) and 'AI-enhanced' 

appl$cat$ons. 

AI Conta1n1ng Technolog1es 

• Robotic Technologies/Autonomous Robots and Artificial Intelligence: Today, the use of robotic technologies has 

become a more preferred method by surgeons and patients in surgical applications (Yılmaz & Ölçer, 2021). 

There are a number of reasons for the development of autonomous surg$cal robots through art$f$c$al $ntell$gence. F$rst 

of all, autonomous robots can perform repet$t$ve and del$cate surg$cal tasks more prec$sely and accurately than humans 

w$thout phys$cal l$m$tat$ons, reduc$ng errors caused by surgeon fat$gue and burnout. Another $mportant reason for the 

development of these robots $s that they are thought to prov$de expanded access to surg$cal care and to be able to perform 

complex surg$cal procedures $n s$tuat$ons such as war zones, d$saster zones and extraterrestr$al space travel, where human 

surg$cal expert$se $s unava$lable or grossly $nadequate. In th$s d$rect$on, most robot$c surg$cal $ntervent$ons are known to 

prov$de pat$ents w$th faster recovery t$mes through smaller $nc$s$ons (Ham$lton, 2024). 
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• Da Vinci robotic surgical systems: The combination of AI and surgical systems began in 2000 when the US Food 

and Drug Administration approved the applicability of the “da Vinci” Surgical System in clinical surgery. While the systems 

used as an aid to surgical applications before this process could not work without human control, the more accurate and clearer 

image of da Vinci robotic surgery applications enabled comfortable and even remote operation with these applications. 

Therefore, surgical treatment with robots has become more minimally invasive and has provided high surgical success and 

low complication rates in the surgery of many organs (Froiio et al., 2022; Keles, 2022; Tae, 2020). Remote surgery 

applications have come to the agenda, especially in situations such as the COVID-19 period, where the contact between 

surgeon and patient must be maintained for public health. At this point, it is known that surgeons can easily and successfully 

perform robotic surgery applications in which they can remotely control surgical instruments, receive real-time sensory 

information that is critical for decision-making and intervention, and transmit motor applications to robots with the help of a 

control unit between the robot and the surgeon (Amin et al., 2024; Öztepe Yeşilyurt, 2023a; Uslu et al., 2019). The use of da 

Vinci robotic surgery systems, which have developed rapidly over the years, has become quite widespread in areas such as 

general surgery, orthopedic surgery, thoracic surgery, urological surgery, cardiovascular surgery, gynecological surgery, 

plastic surgery and otolaryngology surgery (He et al., 2021; Kılınç Akman et al., 2022; Öztepe Yeşilyurt, 2023a). Although 

robotic surgery systems are not accessible in every country, it is seen that there is a rapid increase in their use (Kilinc Akman 

et al., 2022; Öztepe Yeşilyurt, 2023a) and better surgical results are achieved with the use of these systems (Kang et al., 2016; 

Okgun Alcan et al., 2019). With the addition of 5G technology to these systems, it is stated that remote telerobotic surgery 

applications can be performed in space, on the highest peaks of mountains, and even in the depths of oceans with the 

realization of telesurgery systems (Mcintyre et al., 2018; Niu, 2023). 

• Cyberknife: It is an image-guided system developed for stereotactic radiotherapy applications that is mounted on a 

robotic arm, contains a linear accelerator as an ionizing radiation source, and aligns the treatment beam to the target area to 

find anatomical points associated with the target area without a frame used to position the target area (Yılmaz & Ölçer, 2021). 

This treatment method aims to minimize damage to healthy tissues and eliminate malignant cells (Chmiel, 2020). With 

Cyberknife, especially cancerous tissues in the brain or tumors in a specific location can be destroyed (Bhandari et al., 2020). 

It is also stated that the CyberKnife system and stereotactic radiosurgery can be applied effectively and safely, especially for 

the treatment of metastatic brain tumors (Wowra et al., 2012). In addition, there are results obtained for stopping tumor 

progression by using the CyberKnife system in brain metastases of multiple and large tumors (Wowra et al., 2012) and studies 

on the applicability of CyberKnife radiosurgery applications in areas such as facetogenic back pain, obsessive compulsive 

disorder and cardiac ablation are still ongoing (Yılmaz & Ölçer, 2021). 

• MAKO THA systems (Robotic arm assisted surgery): When total hip replacement surgery is decided with this 

system, computed tomography of the pelvis and both lower extremities, from the hip to the knee, is performed to size the 

implants, and the data obtained are uploaded to the computer to create a three-dimensional model of the pelvis and both lower 

extremities, which is the most important step in preoperative planning. Thus, thanks to the anatomical data and the patient's 

specific pelvic reference points, the placement of the component at the appropriate angle and position is planned (Tuncay & 

Erdem, 2022; Yılmaz & Ölçer, 2020). In the opposite iliac wing, receiving eyes called 'array', which instantly report the 

position of the bones in space to the computer during the operation, are placed on the opposite iliac wing, and by making the 

appropriate surgical opening, the bones are mapped with an electronic pen-shaped device and this map is matched with the 

tomography sections taken preoperatively on the computer. This allows the robotic system to define the level at which the 

femoral neck incision will be made and the angle at which the acetabular component will be placed. As a result, the surgeon 

can observe all the stages and the surgical site during the operation, and can provide three-dimensional control from the 
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computer screen, preventing further soft tissue damage. After the femoral neck incision and acetabulum are prepared to the 

appropriate extent, the components are placed and the hip range of motion and the length difference between the extremities 

are evaluated and the surgery is completed (Tuncay & Erdem, 2022). 

• YOMI: This robotic surgical device, which provides guidance to surgeons, provides software to guide the planning 

and orientation of instruments during dental implant (Wu et al., 2019). In addition, this system, which provides surgically 

repeatable haptic robotic guidance, facilitates the application by controlling the appropriate position, depth and angular shape 

for osteotomy in implant applications (Natarajan, 2018; Wu et al.,2019). 

• Smart Knife Technology (iKnife): Considering the traditional methods to detect cancerous tissues, samples taken 

from the patient can be evaluated in seconds with the smart knife (iKnife) technology compared to the analysis process of a 

sample in pathology laboratories, which takes 20-30 minutes. iKnife is a technology that stores and analyzes the necessary 

information about the excised vaporized tissue together with the electrosurgical system used to cut or vaporize the tissue using 

electricity (Yılmaz & Ölçer, 2020). With the use of this technology, it has been observed that cancerous tissues in the brain, 

breast, colon and ovarian regions containing tumors can be distinguished from normal tissues with a very high accuracy 

(Yılmaz & Ölçer, 2021; Tzafetas et al., 2020). 

AI Enhanced Technolog1es 

• 3D Printing Technologies and Artificial Intelligence: 3D printing is a type of rapid prototyping technology that 

partially uses AI (Keles, 2022), and is known as the process of solid material output of a 3D model, which is taken from 

anywhere ready-made with artificial intelligence technology or created personally, from a 3D printer by sequencing two-

dimensional layers on top of each other (Aydın & Küçük, 2017; Keles, 2022; Öztepe Yeşilyurt, 2023b). 3D printers realize 

the production of three-dimensional objects created with computer support and control, using only as much raw material as 

needed (Arslan et al., 2018; Öztepe Yeşilyurt, 2023b). 3D printing materials are widely used in different fields of surgery 

such as cardiothoracic surgery, neurosurgery, oral and maxillofacial surgery, orthopedics, plastic surgery, transplantation, 

urology and vascular surgery (Aimar et al., 2019; Keles, 2022; Liu et al., 2021; Oztepe Yesilyurt, 2023b). It is known that 

these materials are used in medical education, preoperative planning, and intraoperative orientation in the surgical field, as 

well as enabling tissue-organ and surgical instrument production, helping surgeons to think faster and cope with technical 

difficulties more easily, and are widely used to increase the success of surgery (Keles, 2022; Liu et al., 2021; Öztepe Yeşilyurt, 

2023b; Tejo-Otero et al., 2020). It is believed that 3D printing technologies, which contribute greatly to the development of 

the field of surgery today and require more human intervention, will one day reach all intelligence (Keles, 2022). It is already 

reported that these technologies aim to print all living organs in the future (Keles, 2022; Liu et al., 2021). 

• Virtual Reality, Augmented Reality and Mixed Reality Technologies and Artificial Intelligence: These are so-

called metaverse applications (Yurttaş & Kabak Solak, 2023) that partly use AI technology (Creighton et al., 2019) to 

reconstruct clinical data and create new types of digital holographic images. Virtual reality is a type of technology that allows 

surgeons to practice and improve their surgical skills by using a pure virtual digital image created by an intelligent computer 

algorithm without causing a serious operational error. However, it cannot be applied in real surgery due to the lack of real-

world experience (Creighton et al., 2019).  Augmented reality technology is known as technology systems that are created by 

transforming patient data and virtually recreating the critical area, adding the virtual image to the real visual world, enabling 

the recognition of complex anatomical structures before or during surgery and guiding surgeons (Creighton et al., 2019). In 

the augmented reality application, artificial intelligence-based 'tracking systems' are usually allowed to “match” the patient's 

anatomy with the radiographic database, and the patient's anatomy is projected into the intraoperative space (Hamilton, 2024). 
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These guidance systems have been effective in finding suspicious lesions in colonoscopy (Mitsala et al., 2021), identifying 

suspicious, infiltrative lesions (Tokat et al., 2022), performing complete resection of intraparenchymal neoplasms (Awuah et 

al., 2024), and in orthopedic surgery, reducing intraoperative time and improving outcomes (Shaikh et al., 2023). However, 

due to the bulkiness of augmented reality equipment, the use of these applications in surgery has been limited (Hamilton, 

2024; Hu et al., 2019). Mixed reality technologies, which appear as the latest digital holographic imaging technology, are 

systems consisting of portable equipment, a real-time interactive location and live visual experiences, designed as a closed 

combination of virtuality and reality with real-time interaction and exact matching features. With mixed reality applications, 

the surgeon can immerse himself in the complex world of surgery, create a better treatment program and improve doctor-

patient communication (Wu et al., 2018). This new technology has been used for intraoperative guidance in various surgical 

applications such as liver, spine, orthopedics, kidney and skull surgeries, shortening the operation time and improving the 

accuracy and safety of surgery (Yoshida et al., 2019). Compared to 3D printing technologies, mixed reality technology seems 

to be more advantageous in terms of simultaneity as well as providing more accurate navigation, considering that 3D printing 

production can take several hours (Keles, 2022; Mehta & Devarakonda, 2018).  

Benef1ts of Art1f1c1al Intell1gence 1n Surg1cal Pract1ce 

Today, AI technolog$es used $n var$ous med$cal f$elds are effect$vely used $n d$agnos$ng, mon$tor$ng and prognos$s 

determ$nat$ons of d$seases, automat$ng the management of pat$ents' treatment plans and appo$ntment rem$nders, and 

fac$l$tat$ng dec$s$on-mak$ng processes (Keles, 2022). These technolog$es, wh$ch are used $n all stages of surgery, have many 

benef$ts. 

• Preoperative Planning and Risk Prediction: Thanks to AI technologies, a mathematical description of a single 

individual can be reached among the unimaginable calculations of millions of cases, and the conditions that may provide an 

advantage in better response to the surgery to be performed on this individual can be determined (Hamilton, 2024). It is also 

stated that this technology, which can also provide access to personal weaknesses that may pose risks and lead to disaster 

before and during surgery, has features that can tell surgeons the likelihood of sepsis developing in a patient (Sood et al., 

2017), the likelihood of the same patient leaving the ventilator in intensive care (Stivi et al., 2024), survival (Binkley et al., 

2019) and the likelihood of the patient dying (Griffin, 2021). It is stated that AI mostly performs preoperative analysis of 

patients' medical histories, imaging data and predicted analysis of the intervention in orthopedic surgical interventions and 

minimizes possible errors with simulations, reducing risks and providing better surgical outcomes (Lambrechts et al., 2022; 

Stark et al., 2024). 

• Intraoperative Guidance: The advances made by AI technologies during surgery include predicting the duration of 

the intervention, recognizing gestures and workflow, performing video analysis and cancer detection during surgery, 

providing endoscopic guidance, performing interventions such as knot tying, and automatic recording of bone in orthopedic 

surgery (Hamilton, 2024). The use of AI in oncological surgery has been proven to make the detection of tumor cells 20% 

more sensitive (Jermny et al., 2016). The use of AI technologies in interoperative guidance for resection of malignant gliomas, 

one of the most common intracranial tumors, has been shown to improve tumor resection (Wei et al., 2022). In AI technology 

developed for thyroidectomy, AI performance was further improved by applying geometric transformation and image 

inpainting enhancement methods for accurate identification and preservation of parathyroid glands, and the most effective 

method was proven to be inpainting imaging (Ku et al., 2021). In the development of a deep learning model to be used in 

endovascular aneurysm repair (EVAR), images obtained from 110 patients were used to determine the suboptimal placement 
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of EVAR and to prevent risks that may develop, and the AI guide was trained and found to be 97% successful in detecting 

the violation in the renal arteries (Li et al., 2024). Another study proved that AI developed for laparoscopic cholecystectomy 

was successfully used to identify the anatomy in the surgical field (Madani et al., 2022). Recognition of hepatic vessels during 

parenchymal resection of the liver is an important part of laparoscopic surgical technique, and it has been reported that AI 

guidance would be beneficial in minimally invasive surgery and liver resection (Une et al., 2024). In addition, for orthopedic 

surgery, it is mentioned that bone records obtained from preoperative scans with AI technology give very good results in 

ensuring patient position and correct alignment of the surgical site (Liu & Baena, 2020). 

• Postoperative Care: With each surgical intervention, AI technologies collect more data, improve their algorithms 

and reach various insights (Stark et al., 2024). Therefore, AI algorithms can provide better management of the postoperative 

process by predicting postoperative complications, providing early intervention and preventing risks that may develop (Loftus 

et al., 2020). Because postoperative complications increase mortality and morbidity, prolong hospitalization, and cause 

significant financial burdens in the provision of health services (Guni et al., 2024; Ludbrook, 2022). In this direction, it is 

known that an AI model has been developed to identify anastomotic leaks that may develop after anterior resections (Wen et 

al., 2021). It is also stated that wearable AI technologies developed to assess the risks of postoperative infection, the 

effectiveness of personalized therapy applications and remote monitoring of patients' feelings help to guide rehabilitation and 

postoperative care (Tariq et al., 2023). In addition, AI algorithms have been developed to predict surgical site infections 

(Azimi et al., 2020), complications after bariatric surgery (Cao et al., 2019; Nudel et al., 2021) and postoperative bleeding 

(Chen et al., 2018), but this technology is still far from clinical applications (Guni et al., 2024).  

• Effective Discharge Planning and Patient Follow-up: Making a personalized and structured discharge plan for 

patients shortens the length of hospital stay, reduces hospital readmissions and increases patient satisfaction (Gonçalves-

Bradley et al., 2022). In a study conducted in this direction, supervised learning models developed with AI technology showed 

very high performance in predicting the need for hospitalization after the second postoperative day in a hospital in the 

Netherlands, in creating effective and safe discharge plans for patients (van de Sande et al., 2021). In another study, an 

automated AI-powered patient tracking system was developed for postoperative orthopedic patients and it was reported that 

the system successfully tracked patients and received higher feedback than human-led patient tracking (Bian et al., 2020). 

Future studies need to focus on the impact of these systems on patient satisfaction and whether they have an impact on patient 

readmission or re-intervention rates (Guni et al., 2024). 

• Education and Training: During the COVID-19 pandemic, it was necessary to develop systems that would enable 

healthcare students to receive distance education and attend classes, as in all fields. In this process, with the use of new 

technologies such as augmented reality and simulation applications, education has become more accessible internationally 

(Hamilton, 2024). 

Today, operat$ve v$deos prov$de a r$ch source of $nformat$on for students and tra$nee surgeons to learn from. Us$ng 

mach$ne learn$ng from AI appl$cat$ons, surg$cal v$deos can expla$n $nstruments, movements, errors and anatomy, deta$l the 

surg$cal steps of a procedure, and prov$de real-t$me feedback and gu$dance (Kawka et al., 2022). By $ntegrat$ng the technology 

developed w$th mach$ne learn$ng $nto VR and AR-based s$mulat$ons, an $nvaluable complementary appl$cat$on for surg$cal 

tra$n$ng has been ach$eved (Gun$ et al., 2024). 

In add$t$on, ChatGPT has been successfully used $n publ$c spaces thanks to $ts express$ve generat$on capab$l$t$es 

(Clusmann et al., 2023), and Large language models (LLMs) have been successfully used to pass US med$cal l$cens$ng exams 

by prov$d$ng human-l$ke outputs (Kung et al., 2023). Used to automate tra$n$ng tasks, LLMs enable the prov$s$on of 
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$nstruct$onal support, grad$ng of assessments, pred$ct$on of student performance, real-t$me feedback and content generat$on 

(Yan et al., 2023). LLMs have the potent$al to be a fundamental tool $n surg$cal pract$ce and can be eas$ly used by students 

and tra$nees to eas$ly access educat$onal resources and cl$n$cal $nformat$on (Gun$ et al., 2024). 

      Challenges and Potential Shortcomings of Artificial Intelligence in Practice 

Although art$f$c$al $ntell$gence appl$cat$ons have advantages, the fact that human-or$ented dec$s$on-mak$ng and appl$cat$ons 

w$ll be carr$ed out $n the d$agnos$s and treatment process br$ngs some r$sks (Khanzode & Sarode, 2020; Tarcan et al., 2024). 

Art$f$c$al $ntell$gence technolog$es, wh$ch generally use large amounts of data, carry cybersecur$ty r$sks $n terms of 

management, data b$as and dr$ft, pat$ent safety, pr$vacy and secur$ty of data ($n terms of mal$c$ous people, $nst$tut$ons and 

organ$zat$ons access$ng th$s data) (Cob$anch$ et al., 2022; Gun$ et al., 2024; H$ndocha et al., 2022; Tarcan et al., 2024; Zhang 

et al., 2023).   

The most $mportant d$sadvantages of AI appl$cat$ons are program $ncompat$b$l$ty, technolog$cal dependency, 

unemployment problem, creat$v$ty be$ng l$m$ted to the creat$v$ty of the programmer (Khanzode & Sarode, 2020), AI can only 

perform the programmed tasks, $t causes wrong results when $t encounters non-rout$ne s$tuat$ons, problems develop and the 

system tends to collapse (Bhbosale et al., 2020). The use of AI technolog$es, wh$ch are perce$ved as a global threat to human$ty, 

$n fully d$g$tal$zed d$agnost$c, therapeut$c and surg$cal appl$cat$ons, replaces the workforce, caus$ng people to exper$ence job 

anx$ety, as well as musculoskeletal, neurolog$cal and psycholog$cal d$sorders $n $nd$v$duals who are less phys$cally and 

mentally work$ng and act$ve (Tarcan et al., 2024).  

In add$t$on to these, when there are negat$ve consequences related to the mechan$cal structure, faulty operat$on or use 

of robots w$th art$f$c$al $ntell$gence, $t w$ll be $mposs$ble for them to take respons$b$l$ty, so $mpos$ng legal and cr$m$nal 

l$ab$l$ty on people such as $nst$tut$ons and manufacturers, programmers/techn$c$ans regard$ng an $nc$dent caused by a robot 

w$ll create confus$on, and $n such cases, there w$ll be a lack of accountab$l$ty (Gun$ et al., 2024; Kandem$r et al., 2023). In 

add$t$on, $t $s stated that AI may threaten autonomy $n the process of $nformed consent $n terms of eth$cs, may cause unsafe 

results by caus$ng errors $n the pr$nc$ple of non-harm, may create d$fferences between race, gender and soc$al secur$ty types 

$n the pr$nc$ple of just$ce, and may carry r$sks $n terms of data pr$vacy and conf$dent$al$ty (Braun et al., 2020; Chen et al., 

2019; Grote & Berens, 2020; L$yanage et al., 2019; Mc Cradden et al., 2020; Petkus et al., 2020). Therefore, $t $s cruc$al that 

AI technolog$es are developed $n accordance w$th eth$cal and legal frameworks through the careful mult$d$sc$pl$nary work of 

eng$neers, researchers, surgeons, lawyers and b$oeth$c$sts (Gun$ et al., 2024). 

Reflect1ons of Art1f1c1al Intell1gence on Surg1cal Nurs1ng 

AI technolog$es have the ab$l$ty to not only assess the pat$ent, but to change everyth$ng $n the area of focus. AI can pred$ct 

wh$ch pat$ent m$ght be a better transplant cand$date (Br$ceño et al., 2022), and $n terms of care, $t can help determ$ne how 

best to ass$gn operat$ng room work patterns for h$gher eff$c$ency $n operat$ng rooms (Yesantharao et al., 2020), how to better 

pred$ct the ava$lab$l$ty of beds $n cl$n$cs and the turnover rate of rooms $n terms of eff$c$ency (Lobo et al., 2023), and how to 

make the best staff plann$ng (Ham$lton, 2024; Stonko et al., 2018).  

Care Serv1ces and Workforce Plann1ng: W$th the w$despread use of Da V$nc$ robot$c technolog$es, one of the AI 

technolog$es, surg$cal nurses have been ass$gned a number of new roles, espec$ally $n the management of preoperat$ve, 

per$operat$ve and postoperat$ve per$ods. Of course, these tasks $nclude $ntroduc$ng the systems to be used dur$ng robot$c 

surgery, clean$ng and ster$l$zat$on of robot$c $nstruments, $nstallat$on of equ$pment, pat$ent preparat$on and pos$t$on$ng, 
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placement and separat$on of robot$c arms, connect$on of the d$splay un$t, and management of emergency procedures (Öztepe 

Yeş$lyurt, 2023a). In add$t$on, $n telesurgery appl$cat$ons, wh$ch $s st$ll a very new appl$cat$on area w$th the accompan$ment 

of 5G technolog$es to robot$c surgery, nurses as a member of the surg$cal team are g$ven $mportant respons$b$l$t$es such as 

collect$ng data, ma$nta$n$ng care, analyz$ng results, $dent$fy$ng safety $ssues, controll$ng robot$c tools, clean$ng and prepar$ng 

equ$pment, separat$ng the robot from the pat$ent and creat$ng charts (Nev$lle, 2018; Yavuz Karamanoğlu, 2022). 

Educat1on: Cons$der$ng the use of 3D pr$nter mater$als $n the f$eld of nurs$ng, $t $s stated $n the stud$es that these mater$als 

are generally used $n anatomy educat$on of nurses and for s$mulat$on purposes, that anatom$cal complex$ty and 

phys$opatholog$es are more eas$ly understood w$th these mater$als, and that students w$ll have pos$t$ve effects $n terms of 

becom$ng better equ$pped and ga$n$ng sk$lls (B$gl$no et al., 2017; L$oce et al., 2020). In add$t$on, $t $s stated that these 

mater$als can $mprove students' sense of touch and v$s$on, thus $ncreas$ng the$r act$ve part$c$pat$on $n learn$ng (Sezer & Şah$n, 

2016; L$oce et al., 2020; Öztepe Yeş$lyurt, 2023b), develop the$r $mag$nat$on by transform$ng the$r own thoughts $nto concrete 

phys$cal models, and real$ze complete and permanent learn$ng more eas$ly by concret$z$ng the abstract $nformat$on learned 

w$th$n the course (Kuzu Dem$r et al., 2016). 

If we look at the effect of metaverse appl$cat$ons, another AI technology, on nurs$ng, $t $s known that these 

appl$cat$ons are used for educat$onal purposes $n teach$ng complex sk$lls such as v$sual$z$ng the mechan$cal and phys$olog$cal 

effects of nurs$ng care (Gündoğdu & D$kmen, 2017; Yurttaş & Kabak Solak, 2023). It $s stated that laboratory s$mulat$ons, 

wh$ch enable the transfer of real l$fe events to the student w$th three-d$mens$onal v$rtual env$ronment and $nteract$ve 

scenar$os, make s$gn$f$cant contr$but$ons to the student's act$ve learn$ng, mak$ng the $nformat$on learned permanent, and 

develop$ng procedural sk$lls (Yurttaş & Kabak Solak, 2023). Metaverse appl$cat$ons enable the eff$c$ent use of t$me $n 

educat$on and the development and $mplementat$on of many low-cost scenar$os (Butt et al., 2018; Chang et al., 2022). 

It $s stated that developments related to AI technolog$es $n nurs$ng care and pract$ces are st$ll l$m$ted (Gökçen Gökalp 

& Üzer, 2024). There $s a need for research show$ng that 3D pr$nter mater$als can be used more $n the educat$on of students 

$n the f$eld of surg$cal nurs$ng. Th$s technology needs to be developed and popular$zed $n surg$cal nurs$ng as $n every f$eld 

(Öztepe Yeş$lyurt, 2023b). In add$t$on, $n stud$es conducted to evaluate the knowledge levels of nurses and nurs$ng students 

regard$ng robot$c surgery technolog$es, the use of wh$ch has become w$despread $n recent years, $t $s stated that the$r 

knowledge levels are part$ally suff$c$ent (Okgün Alcan et al., 2019; Yeş$lyurt & Durmaz, 2023), even 67.5% of the part$c$pants 

have no knowledge (Ak et al., 2017), but they should have suff$c$ent knowledge and equ$pment (Ak et al., 2017; Okgun Alcan 

et al., 2019; Yeş$lyurt & Durmaz, 2023). In th$s d$rect$on, prov$d$ng robot$c surgery tra$n$ngs to surg$cal nurses and pract$c$ng 

them $s very $mportant $n terms of $ncreas$ng the effect$veness of surg$cal appl$cat$ons (Kang et al., 2016; Öztepe Yeş$lyurt, 

2023a; Uslu et al., 2019). In metaverse stud$es, the v$rtual real$ty appl$cat$on used as a method of ga$n$ng $ntravenous sk$lls 

for nurs$ng students $s effect$ve $n students' sk$ll acqu$s$t$on (Günay İsma$loğlu & Zaybak, 2018; Jung et al., 2012), $n v$rtual 

game-based safe blood transfus$on tra$n$ng, these appl$cat$ons have a s$gn$f$cant effect on nurs$ng students' understand$ng of 

the blood transfus$on process (Tan et al., 2017), and $n another study conducted w$th a v$rtual game for card$opulmonry 

resusc$tat$on appl$cat$on, $t was observed that nurs$ng students' cl$n$cal and problem-solv$ng sk$lls $mproved and the$r 

mot$vat$on $ncreased (Boada et al., 2015). The fact that these appl$cat$ons are only used for tra$n$ng purposes $n s$mulat$on 

laborator$es $n terms of nurs$ng const$tutes the l$m$tat$on $n th$s f$eld. 

Eth1cal Issues: In add$t$on to all these, there $s another problem that affects nurs$ng, and $n a study, $t was found that the 

robots developed $ncreased nurses' concerns about unemployment due to the$r ab$l$ty to develop $nterpersonal commun$cat$on 
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sk$lls (Gökçen Gökalp & Üzer, 2024). It $s also stated that AI technolog$es and robots w$ll become more $ntell$gent after each 

update by copy$ng themselves (Tan$oka et al, 2017). However, $t $s also stated that AI technolog$es, wh$ch have some 

shortcom$ngs $n eth$cal aspects and $n pract$ce, can reduce the workload on nurses by undertak$ng procedures that cause extra 

labor and t$me loss, wh$ch cause extra respons$b$l$ty on nurses (paperwork, reg$strat$on procedures, etc.) other than the ma$n 

task of nurses, wh$ch $s to prov$de care serv$ces (Gökçen Gökalp & Üzer, 2024). 

In add$t$on, $n order for healthcare profess$onals to trans$t$on smoothly to these new technolog$es, eth$cal gu$del$nes 

need to be organ$zed $n a way that prov$des up-to-date and cont$nuous tra$n$ng opportun$t$es (Elendu et al., 2023; Pr$ce & 

Cohen, 2019). However, healthcare profess$onals also have eth$cal respons$b$l$t$es to understand and use these systems 

appropr$ately, ensure pat$ent safety, and be alert to system errors (Akıncı & Antonol$, 2020). In add$t$on, these technolog$es 

can $ncrease d$agnost$c accuracy, organ$ze workflows and $mprove pat$ent care (Elendu et al., 2023). However, $n th$s process, 

health profess$onals need to be effect$vely tra$ned on these new technolog$es to adapt to new roles (Öztepe Yeş$lyurt et al., 

2024). 

It $s obv$ous that AI technolog$es have d$sadvantages and shortcom$ngs as well as advantages.  Although the use of 

AI technolog$es $n the surg$cal f$eld has pos$t$ve effects, when evaluated from an eth$cal po$nt of v$ew, for example, $t $s 

necessary to rel$ably d$st$ngu$sh whether the negat$ve consequences caused by robot$c surg$cal appl$cat$ons are due to a 

malfunct$on $n the system, a manufacturer's error or the surgeon's m$suse. However, due to the lack of eth$cal standards $n 

these appl$cat$ons, $t $s st$ll unclear to whom the respons$b$l$ty w$ll belong $n legal processes ar$s$ng from faulty appl$cat$ons 

(Pa$ et al., 2023; Öztepe Yeş$lyurt et al., 2024). In the legal regulat$ons $n th$s d$rect$on, the respons$b$l$t$es of AI and robot$c 

technolog$cal system manufacturers should be clearly def$ned and regulat$ons should be $ssued to ensure that manufacturers 

take legal respons$b$l$ty $n s$tuat$ons that threaten pat$ent safety, for example, $n cases of compl$cat$ons ar$s$ng from dev$ce 

malfunct$ons (Öztepe Yeş$lyurt et al., 2024). Therefore, each country should make legal regulat$ons $n accordance w$th $ts 

ex$st$ng laws, tak$ng $nto account $ts own legal pr$nc$ples and soc$al structure (Pa$ et al., 2023). In add$t$on, $n order to ensure 

pat$ent safety $n robot$c surgery appl$cat$ons, cont$nu$ng educat$on programmes for healthcare profess$onals can be organ$sed 

and nat$onal accred$tat$on programmes can be developed. 

In conclus$on, $t $s seen that the number of stud$es exam$n$ng eth$cs $n AI technolog$es $s qu$te l$m$ted and there $s a 

great need for f$eld stud$es on th$s subject. S$nce eth$cal evaluat$ons $n robot$c surgery appl$cat$ons are generally $ncluded $n 

the l$terature, $t $s recommended that healthcare profess$onals and surgeons who w$ll perform the appl$cat$on $n robot$c surgery 

appl$cat$ons should act $n eth$cal d$mens$ons by carefully and carefully evaluat$ng the potent$al r$sks (Öztepe Yeş$lyurt et al., 

2024). 

CONCLUSION 

Th$s rev$ew exam$nes all aspects of AI technolog$es from a surg$cal perspect$ve, exam$n$ng the $nnovat$ons and l$m$tat$ons $t 

prov$des to the f$eld from d$fferent angles. It $s clear that AI can make s$gn$f$cant contr$but$ons to surg$cal treatment, surg$cal 

nurs$ng and pat$ent care. It $s pred$cted that these h$ghly $nnovat$ve developments $n the f$eld of surgery may be used pr$mar$ly 

$n the future $n battlef$elds, d$saster areas, under the sea, space travel and even extraterrestr$al colon$zat$on. 

Although AI technolog$es, wh$ch are advanc$ng rap$dly day by day, have l$m$tat$ons, $t $s $nvaluable that they have 

tremendous effects $n the f$eld of surg$cal nurs$ng $n terms of $mprov$ng and transform$ng all aspects of surg$cal pat$ent care 

and contr$but$ng to surg$cal nurses $n terms of educat$on. However, cons$der$ng that AI technolog$es w$ll be a d$fferent door 
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to the future, $t w$ll be very $mportant that these technolog$es are carefully developed w$th$n eth$cally sound and legal 

frameworks by teams of surgeons, eng$neers, researchers, b$oeth$c$sts and lawyers who are experts $n th$s f$eld. 
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