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 ABSTRACT  

 

Deepfake is a technology that employs artificial intelligence to generate fake images and 

videos that closely mimic real ones. The rapid growth and dissemination of digital modifications 

generate considerable concern in the media, politics, and social networking. Among the 

concerns faced include the dissemination of misinformation, reputational damage, and threats 

to physical security. Given these concerns, prompt and reliable identification of Deepfakes is 

crucial for protecting information security and mitigating its negative impacts. Therefore, the 

development of effective technologies for Deepfake detection is essential to counter this 

increasing threat. This study aims to identify Deepfake images and examine the efficiency of 

transfer learning algorithms in Deepfake identification. This study employed the most 

commonly utilized transfer learning models, including InceptionV3, EfficientNet, NASNet, 

ResNet, DenseNet, Xception and ConvNeXt, to perform the detection task. An extensive public 

dataset of 190,000 images, including both real and artificially generated, was utilized in the 

study. The performance of each model was assessed by using the metrics of accuracy, precision, 

recall, and F1-score. DenseNet was the most successful model with a test accuracy of 93%. The 

obtained results have shown that transfer learning models can effectively detect the Deepfake 

images, providing a practical approach to the challenge with reasonable performance scores. 

 

 Keywords: Deepfake detection, Information security, Transfer learning  

 

1 INTRODUCTION 

Advancements in artificial intelligence and deep learning have made Deepfake 

technology possible, transforming the production of realistic synthetic media content. Deepfake 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1610300
https://orcid.org/0009-0006-0497-3178
https://orcid.org/0000-0003-2316-7893
mailto:yavuzcanbay23@gmail.com
https://www.beu.edu.tr/
https://dergipark.org.tr/en/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1610300
http://www.beu.edu.tr
http://www.beu.edu.tr


L. E. Demir, Y. Canbay / BEU Fen Bilimleri Dergisi, 14 (1), pp. 546-560, 2025 

 

 

547 

is a combination of "deep learning" and "fake," referring to the technology that processes visual 

and auditory data to generate impressively realistic imitation images and movies. Although 

Deepfake offers benefits in diverse domains like entertainment, advertising, and education, they 

also present significant risks. The utilization of Deepfakes, especially for the malicious aims of 

misinformation, privacy violation, cyberbullying, and fraud, has raised significant ethical and 

security issues. Once shared over social media, this type of content can be utilized to influence 

the community, damage faith in digital interactions, incur economic consequences, and 

potentially increase social unrest [1]. 

The rapid proliferation and growing complexity of Deepfake media necessitate the 

urgent development of reliable detection methods. The consequences of undercover and 

undetectable Deepfakes are severe, involving electoral manipulation, financial deception, and 

societal unrest. Consequently, there is an urgent demand for innovative technology capable of 

consistently and effectively identifying "fake" materials. 

In the literature, there exist some studies considering detection of Deepfake media. For 

instance, Afcharve et al. [2]  presents a deep learning method for detecting face forgeries 

produced by hyper-realistic fake video generation techniques such as Deepfake and Face2Face. 

For this purpose, two different low-layer and fast networks capable of extracting mesoscopic 

or medium-scale features of images were designed. The proposed networks provided successful 

results even in video formats where traditional image analysis techniques are inadequate due to 

the information degradation caused by data compression. The method was tested on an existing 

dataset and a custom dataset compiled from online videos. In the tests, over 98% detection 

success was achieved for Deepfake videos and over 95% for Face2Face videos. The CNN-

based model used in the study achieved 98.40% accuracy on the FaceForensics++ dataset. 

Prajapati et al. [3] aimed to develop deep learning-based generic models to detect 

Deepfakes, which are synthetic videos created by replacing the face in an original image with 

the face of another person. The paper proposed a new Generative Adversarial Network (GAN) 

based model, called MRI-GAN, which detects fake videos using perceptual differences in 

images. The proposed MRI-GAN model was tested on the Deepfake Detection Challenge 

dataset while evaluating perceptual differences with structural similarity index. Experimental 

results showed that the model based on flat frames achieves 91% test accuracy, while the MRI-

GAN framework achieves 74% accuracy.  
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Miao et al. [4]  presented a new method that improves the generalization ability and 

robustness in the field of face forgery detection to prevent the malicious use of face 

manipulation technology. The proposed model encodes the relationships between patches by 

extending the Transformer structure with a bag-of-local-feature approach, which allows the 

model to learn local forgery features without any explicit supervision. The effectiveness of the 

method had been extensively tested on the FaceForensics++, Celeb-DF and DeeperForensics-

1.0 datasets. According to the test results, 87.86% accuracy was achieved on FaceForensics++ 

dataset, 82.52% AUC on Celeb-DF dataset and 97.01% accuracy on DeeperForensics-1.0 

dataset. 

Deepfake detection was considered as a fine discrimination-oriented classification 

problem instead of traditional binary classification to capture fine details in [5]. The proposed 

multi-attention network-based model combined both low-level textural and high-level semantic 

features using attentional mechanisms to highlight forgery traces. In order to improve the 

learning process of the model, regional loss of independence and an attention-guided data 

augmentation strategy were also added. In the test studies on various datasets, it outperformed 

other models with 97.60% accuracy on the FaceForensics++ dataset and 0.1679 loss value on 

the DFDC dataset. 

Since there is a challenge between different types of GANs for detecting deepfake 

images, Kanwal et al. [6] proposed a general solutions. In their work, they aimed to detect 

deepfake images using Siamese Networks with triplet loss function. The experiments were 

performed in two different cases. In the first case, the training and test sets were chosen from 

the same dataset, which consisted of real images from the FFHQ dataset and fake images 

generated by StyleGAN. In the second case, the training and test sets were chosen from different 

datasets, in which case the model was trained on the FFHQ dataset and StyleGAN and tested 

on images generated by PGAN. The results showed that using contrast loss or triplet loss instead 

of cross-entropy or MSE improves the generalization ability of the model. An accuracy of 

94.80% was achieved in the study 

In a study by Rafique et al. [7], fake face detection was addressed using two machine 

learning algorithms based on features extracted by AlexNet and ShuffleNet models. A new 

image descriptor is also developed to improve the predictive power of the proposed network. 

The authors claimed that there are differences in compression levels between the original and 

fake images. In this context, the proposed approach evaluates the difference between the 

original image and its versions with 85% compression. This method is called Error Level 
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Analysis (ELA), which reveals the lost details due to the compression level. The images 

obtained by ELA are given to AlexNet and ShuffleNet models for feature extraction. The 

generated feature vector was passed to SVM and k-NN classifiers for classification as real or 

fake. In the experiments, on the Real and Fake Face Detection dataset, ShuffleNet achieved the 

highest accuracy with 88.2% when combined with k-NN classifier and 87.9% when combining 

with SVM classifier. 

In another study, Nida et al. [8] aimed to detect real and fake face images using transfer 

learning. Since it is difficult to detect forgery by visual inspection alone, this research uses the 

“Real and Fake Face Detection” dataset created by the Computational Intelligence Photography 

Lab, in Yonsei University. In the proposed method, images are normalized as a first step and 

then preprocessed with Error Level Analysis. These normalized images are trained with various 

pre-trained deep learning models to classify fake and real faces. The VGG models showed the 

highest performance with fewer epochs than the other techniques; VGG-16 achieved 91.97% 

training accuracy and VGG-19 achieved 92.09% training accuracy. Model performances were 

evaluated by comparing with confusion matrix and existing methods. 

Patel et al. [9] proposed an end-to-end method that combines features extracted by 

various CNN models to detect deepfake videos at frame level. Using the DFDC dataset, frames 

in videos are processed as individual images and features are extracted from these images. 

These features were then used for deepfake detection with a Random Forest classifier. Thanks 

to the features extracted with MobileNet CNN, 90.2% accuracy was achieved.  

Joshi et al. [10] used the Xception model for the detection of deepfake images and 

videos. They used a dataset obtained from Kaggle, which contains 90,000 images of real and 

deepfake content. The model was trained by fine-tuned transfer learning. Data replication and 

regularization techniques were applied to increase the robustness of the model. With 93.01% 

accuracy on the test dataset, this method provided an effective solution against deepfake content 

spread on the internet and social media. The results showed that the Xception model provides 

a reliable deepfake detection method thanks to its strong classification capabilities. 

Liao el al. [11] proposed a Transformer network that uses the self-attention mechanism 

to model long-range dependencies and global reception domains. A dual-branch feature 

extraction framework was developed and the extracted features are combined with transformer's 

encoder structure and the cross-attention mechanism to model them efficiently. The proposed 

method achieved 83.5%, 70.25% and 78.5% accuracy on Deepfake, Face2Face and 

NeuralTextures datasets respectively. 
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Table 1. Comparison of the studies in the literature 

Study Method Success Rate 

[2] MesoNet 98.40% 

[3] 
MRI-GAN + SSIM and Simple Frame 

Model 

91% (Simple Frame Model),  

74% (MRI-GAN) 

[4] Transformer + Bag-of-Local-Feature 

87.86% (FaceForensics++) 

82.52% (Celeb-DF), 97.01% 

(DeeperForensics) 

[5] Multi-attentional Network 97.60%  

[6] Siamese Network 94.80% 

[7] AlexNet, ShuffleNet, ELA, k-NN, SVM 
88.2% (ShuffleNet + k-NN) 

87.9% (ShuffleNet + SVM) 

[8] VGG16 and VGG19 
91.97% VGG16 

92.02% VGG19 

[9] 
Frame-Based MobileNet + Random Forest 

Classifier 
90.2% 

[10] Xception 93.01% 

[11] Transformer 

83.5% (Deepfake) 

70.25% (Face2Face) 

78.5% (NeuralTextures) 

 

The rest of this paper is organized as follows. The Materials and Methods section details 

the dataset, the computational environment and the transfer learning models employed in this 

paper. In particular, it also explains the performance metrics used for evaluation indicators. 

Experimental studies give the details about the experiments and provides a comparative 

analysis of the model performance in terms of the metrics of accuracy, precision, recall, and 

F1-score. It also discusses the strengths and weaknesses of each model, and demonstrate that 

DenseNet performs best among others in the detection of deepfake. Finally, the Conclusion 

summarizes the achievement of the study's results, presenting the effectiveness of DenseNet for 

such a real-world application and pointing to the directions of future work, i.e., the use of 

ensemble method, and video-oriented deepfake detection. 

2 MATERIAL AND METHODS 

In this section, the materials and methods used in the study are explained. 

2.1 Dataset Description 

This work used a dataset of 190,000 labeled images obtained from the reference [12], 

which includes real and GAN-generated deepfake images. The dataset used is a modified and 
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enhanced version of the OpenForensics dataset, utilizing various manipulation methods such as 

face swapping and reenactment. Each image was created in 256 x 256 JPG format. Some 

samples from real and fake image are shown in Figure1. 

 

Figure 1. Real and fake image samples. 

2.2 Transfer Learning Models 

Transfer learning has become a promising method in machine learning, especially when 

training samples are small or computational power is limited. It is possible to repurpose a model 

pre-trained on a huge dataset (e.g., ImageNet) for a given task by means of transfer learning, 

which not only does this save the computational cost, but also to exploit the knowledge 

contained within pre-trained features. In the following sections, seven leading transfer learning 

model were briefly explained.  

2.2.1 InceptionV3 

InceptionV3 stands out among deep learning architectures with its multi-scale feature 

extraction capability. Thanks to Inception modules, it learns both fine details and general 

features by using kernel filters of different sizes simultaneously. This is particularly 

advantageous for detecting manipulations in fake content. Auxiliary classifiers minimize the 

problem of damped gradients and provide more stable learning during model training. 

InceptionV3 offers a strong balance between accuracy and computational efficiency when 
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working on large data sets, making it ideal for complex tasks such as deep fake detection [13]. 

InceptionV3 has the ability to learn features at different scales simultaneously, which is an 

important factor in deepfake detection. In this study, the purpose of using this model is that it 

can detect both the overall structure and small anomalies in face manipulations. Moreover, the 

ability to capture distortions at different frequencies in forged images with versatile convolution 

kernels makes the model a powerful option for deepfake analysis. 

2.2.2 EfficientNet 

EfficientNet is a model specifically designed for processing large datasets, and the 

EfficientNet variant used in this study is pre-trained on ImageNet, which is characterized by its 

computational efficiency in resource-limited environments [14]. EfficientNet is a model that 

can achieve high accuracy with less computational power thanks to its optimized balance of 

depth, width and resolution. It is preferred for large datasets used in deepfake image detection 

due to its fast-training process and low parameter requirement. It is also good at capturing small 

and subtle changes in manipulated facial images.  

2.2.3 ResNet  

ResNet achieves training of deep multilayer networks with damped gradient with the 

help of residual connections. Through these connections, the gradients can be returned more 

efficiently and models can be trained on deeper layers. ResNet architecture with layered scheme 

is capable of visualizing the complex visual damages in fake images. The ResNet model 

employed in the work performed well, maintaining an optimal trade-off between depth and 

computational cost. ResNet was tested on particularly large and diverse datasets [15]. ResNet 

offers high generalization capacity by learning from deep layers. In particular, it produces more 

stable results by minimizing feature loss in the detection of images containing a wide variety 

of manipulation techniques such as deepfakes. In this study, this model was employed since it 

can analyze fake images successfully by supporting multi-layer information flow. 

2.2.4 DenseNet 

DenseNet maximizes information flow by connecting the output of each layer to all 

subsequent layers. These dense connections allow the model to both avoid gradient loss and 

learn more effectively with fewer parameters. This feature of DenseNet yields powerful results, 

especially for large and diverse data sets [16]. Thanks to the strong information sharing between 
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layers, DenseNet can learn fine details in fake images more effectively. Its high accuracy in 

transfer learning provides an advantage in a task where fine details are critical, such as deepfake 

detection. In particular, we preferred to use this model since it is effective in determining the 

differences between real and fake faces by learning small manipulations better. 

2.2.5 Xception 

Xception is computationally efficient, since it uses less parameters than conventional 

convolutions. It uses depthwise separable convolutions. In this model, it is possible to learn 

channel-based as well as spatial features in separate steps, and thus the model is a versatile tool 

for the identification of low-level as well as high-level manipulations. By its optimized design, 

Xception can achieve accuracy on difficult problems, including deep fake detection [17]. 

Xception is a particularly computationally efficient model. Its ability to achieve high accuracy 

using fewer parameters in the transfer learning process is a critical advantage in the 

classification of deepfake images. In this study, it is especially preferred because of its ability 

to detect facial manipulations and fine details. Its ability to better analyze deep forgery traces 

used in forged content increases its effectiveness in deepfake detection. 

2.2.6 NasNet 

The main benefits of NasNet include the possibility of finding an automated architecture 

that is best suited to a given task, along with high resistance to different manipulations. The 

purpose of this model is to find the best architecture for individual tasks without direct human 

supervision. Nevertheless, the model applied in the study did not achieve a good performance 

because other models performed much better. This indicates that the model needs to be fine-

tuned for certain tasks e.g., detection of deep fakes [18]. In this paper, since the deepfake 

problem involves complex and dynamic data, NasNet was used for better performance thanks 

to its large model search space. Another advantage is that it reduces manual hyperparameter 

tuning in transfer learning processes and can be easily adapted to different datasets. 

2.2.7 ConvNeXt 

ConvNeXt integrates some architectural developments proposed in recent years as 

image transformers into a ResNet-type hierarchical backbone of low, medium and high levels, 

instead of a traditional CNN-conceptual model. The large kernel size and the application of 

Layer Normalization help this approach to generalize well in terms of both computational and 
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representation learning performance. It serves as a backbone for computer vision tasks as we 

are able to efficiently capture local and global spatial features in the model. With an optimized 

structure, ConvNeXt achieves high performance in challenging areas such as object detection 

and image classification [19]. In this study, ConvNeXt, one of the latest versions of modern 

CNN architectures, was chosen for its fast adaptation in transfer learning processes, deep 

feature learning capability and superior performance on large datasets. The ability to capture 

subtle textural differences in deepfake images gives this model an advantage in detection 

processes. 

2.3 Model Implementation 

This study employed transfer learning with fine-tuning to optimize efficiency and 

accuracy. Rather than training models from scratch, we utilized pre-trained deep networks to 

preserve general feature representations while fine-tuning the deeper layers for enhanced 

adaption to deepfake-specific characteristics. This methodology enabled us to decrease 

computing cost, prevent overfitting, and enhance classification precision on our dataset. Our 

findings validate its efficiency, with DenseNet having 93% accuracy, illustrating the benefits of 

integrating transfer learning with fine-tuning for deepfake detection. While there exist many 

variations of CNNs, we preferred to use mostly used transfer learning techniques such as 

InceptionV3, EfficientNet, NasNet, ResNet, DenseNet, Xception and ConvNeXt in our study.  

 

Figure 2. The workflow of the model implementation. 

Figure 2 presents the workflow of the experimental implementations. In the workflow 

of the model implementation, firstly, the image dataset was loaded for the processing purpose. 

Every image was labelled as "fake" or "real" and the dataset was structured taking these labels 

into account. Data loaded was formatted according to the desired format for each model layer. 

Then in preprocessing, the size of each image was standardized to 224x224. The aim of resizing 

image is making the model run fast, stable and effectively. The dataset was divided into 75% 

training, 20% validation and 5% test. During this process, the balanced structure of the dataset, 

with 50% fake and 50% real images, was maintained, meaning the number of images in each 

class was kept equal. Subsequently, transfer learning models were developed and fine-tuned 
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using the training dataset, followed by validation with the validation dataset. The models’ 

performances through the trained model were evaluated using the test dataset. Accuracy, 

precision, recall and F1-score were used as performance indicators. Those metrics allowed to 

account for the goodness of the model and its performance by class. The results were then 

presented in tables and confusion matrix in the following subsections. 

Sigmoid activation function was used due to its application in binary classification and 

that the output of the network gets transformed into a value between 0 and 1. In addition, the 

Adam optimization algorithm was used for weight optimization of the learned model. Binary 

Cross-Entropy was chosen as loss function as it is normally applied in the case of binary 

classification problems. Each model was trained during the learning phase for 10 epochs. Batch 

size was determined as 32. The learning rate was left at its default value.  

3 EXPERIMENTAL RESULTS AND DISCUSSION 

Accurate detection and classification of Deepfake images is crucial. In this section, the 

performances of seven transfer learning methods were obtained and then compared. A 190,000 

labelled image dataset was used in the experiments. Accuracy, precision, recall and F1-Score 

metrics were employed for evaluations [20-23]. 

According to the obtained results, DenseNet achieved the highest test accuracy 

demonstrating its ability to accurately differentiate real and manipulated content. InceptionV3 

and Xception followed closely with test accuracies of 92.60% and 92.15%, respectively. The 

performance metrics obtained in the experimental studies are presented in Table 2. 

Table 2. Performance results of the transfer learning algorithms. 

Model  
Train Accuracy 

(%) 

Test Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

InceptionV3 99.17 92.60 93 92 92 

EfficientNet 99.31 91.67 92 91 91 

ResNet 99.12 90.54 91 90 90 

DenseNet 98.90 93.00 93 93 93 

Xception 99.33 92.15 92 92 92 

NasNet 99.30 86.16 88 86 86 

ConvNeXt 99.33 91.36 92 91 91 
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Figure 3. The confusion matrices of the transfer learning models. 
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For a more detailed analysis of model performances, the confusion matrix of all the 

models were given in Figure 3. These matrices summarize true positives, false positives, true 

negatives, and false negatives, providing a more nuanced picture of the classification behavior 

of each of the models. As can be seen from Table 2, the best test accuracy is obtained by 

DenseNet across all the categories with scarce misclassifications. Conversely, NasNet provides 

generally worse detection test results. 

According to the results provided in Figure 3, InceptionV3 presented 635 FP and 201 

FN, EfficientNet had 729 FP and 207 FN, DenseNet resulted 542 FP and 266 FN, ResNet 

presented 884 FP and 201 FN, NasNet produced 1324 FP and 185 FN, Xception had 536 FP 

and 353 FN and finally ConvNeXt resulted in 860 FP and 117 FN. These results show that 

DenseNet is the most successful model in terms of total number of FP and FN. 

The dataset employed in this work, which contains 190,000 GAN-generated images, is 

one of the largest studied in the deepfake detection tasks. This extensive and multimodal dataset 

offered a valuable chance to evaluate the models' generalization across different kinds of 

manipulations. Within these conditions, DenseNet performed well and resulted in the best 

performance. 

DenseNet architecture has the merit of feature reuse, and thus has been effective as its 

datasets are large and training data is heterogeneous. The dense connectivity between layers 

allowed the model to efficiently capture complex patterns and subtle inconsistencies in 

deepfake manipulations. InceptionV3 and Xception also performed well because of their ability 

to capture multi-scale features. These models accounted for the variety of distortions in the 

dataset, however, because of their slightly lower F1 scores as compared with DenseNet, there 

is still potential to be fully exploited in the context of also dealing with subtle artifacts. 

ConvNeXt presented the highest training accuracy of 99.33%, highlighting its capability to 

adapt to the training data, followed by EfficientNet with 99.31% accuracy. But, test accuracy 

of ConvNeXt (91.36%) is a little overfitting, highlighting the needs for methods including 

regularization, and advanced data augmentation to promote generalization. In the ConvNeXt 

model, performance metrics show 91% test accuracy and an F1-score of 91%. ResNet and 

NasNet have the worse testing performances. While ResNet’s deep architecture provided some 

benefits, it may not have fully leveraged the dataset’s diversity, leading to less effective 

generalization. That reliance on automated architecture design of NasNet might have made it 

less able to retain the complex features necessary for this task. The large dataset played a crucial 

role in evaluating the models’ robustness. Models like DenseNet are resistant to these 
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conditions, while others like NasNet failed to generalize effectively. However, the variety of 

manipulations in the dataset probably uncovered weaknesses in architectures that are not well-

suited for fine-grained pattern recognition. The strong performance of DenseNet shows that it 

is suitable for real-world deployment, which is especially important for applications where 

understanding the situation's accuracy and recall is crucial. The capacity to process large 

amounts of data quickly makes it a good candidate for real application deepfake detection 

systems. 

4 CONCLUSION 

This study evaluated seven transfer learning models InceptionV3, EfficientNet, ResNet, 

DenseNet, Xception, NasNet and ConvNeXt for the task of deepfake detection using a dataset 

of 190,000 images including both real and fake images. The main objective was to compare 

these architectures in terms of performance in the detection of manipulation in terms of 

accuracy, precision, recall and F1-score. 

DenseNet was obtained as the best-performing model, achieving the highest test 

accuracy among all evaluated architectures. Its densely connected layers and feature reuse 

capability allowed it to excel in identifying subtle manipulations present in deepfake images. 

This robust performance, underlines its usefulness for real-world applications.  

The dataset played an important role in shaping the outcomes of the models. Containing 

many kinds of manipulations, it offered an evaluation not only of model robustness, but also of 

model generalization power. The large number of samples in the dataset also validated the 

comparative analysis, providing a stable used as a benchmark. However, while DenseNet 

demonstrated superior performance, other models like InceptionV3, Xception and ConvNeXt 

also achieved commendable results, with high accuracy, indicating their capability to handle 

such tasks effectively. 

Future studies will investigate ensemble methodologies to enhance robustness through 

a combination of different models. Furthermore, we plan to expand our methodology to 

encompass video-based deepfake detection, and using more advanced models to detect 

deepfake images. 
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