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Abstract: The increasing awareness of the need for renewable and clean energy sources has become a significant agenda item, 

especially as global energy demand continues to rise. Studies on renewable energy systems, which provide healthier conditions for 

current and future generations while meeting energy demand, are becoming increasingly widespread both locally and globally. Hybrid 

energy systems, formed by combining multiple energy sources, have recently introduced innovative solutions for the integration and 

management of various energy types. However, the voltage levels obtained from these systems are often low, making it necessary to 

boost the voltage for storage and household use.To address this, DC-DC boost converters are used to increase the voltage generated by 

solar panels, wind turbines, or hybrid energy systems. PID (Proportional-Integral-Derivative) controllers are typically required for 

converter control. However, conventional constant-gain PID controllers and classical PID tuning methods are often ineffective, as they 

rely on mathematical formulations or experimental system response analyses. To overcome this challenge, meta-heuristic optimization 

algorithms provide a viable alternative, offering a more stable and faster system response. In this study, a hybrid energy system 

consisting of a Proton Exchange Membrane (PEM) fuel cell, PV panel, and wind turbine was modeled in the Matlab/Simulink 

environment. A DC-DC boost converter was designed to elevate the system's output voltage to the desired reference level, enhancing 

system stability. Three different optimization methods—Particle Swarm Optimization (PSO), Grey Wolf Optimization (GWO), and 

Artificial Bee Colony (ABC) algorithms—were employed to adjust the parameters of the PID controller used for converter control. The 

PID coefficients obtained through these optimization algorithms are presented and compared. The performance of the tuned PID 

controller was evaluated through system response analysis under variable load conditions and by calculating the Root Mean Square 

Error (RMSE) between the output voltage and the specified reference value. Additionally, the controller performance was analyzed 

based on overshoot, settling time, and rise time values as shown in the resulting graphs.  
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1. Introduction 
In the contemporary world, the diversity and 

accessibility of energy resources for electricity 

generation hold significant importance on a global scale. 

This issue is closely associated with the increasing 

energy demand driven by population growth, 

industrialization, and technological advancements (Long 

and Liu, 2024). In particular, environmental concerns 

and the increasing awareness of climate change have 

intensified interest in renewable energy sources. 

Renewable sources such as wind, solar, hydroelectric, 

geothermal, and biomass hold significant potential for 

clean and sustainable electricity generation (Paraschiv, 

2023). Moreover, the use of renewable energy sources 

contributes to energy supply security by diversifying 

energy resources. In this context, the effective and 

efficient utilization of various energy sources for 

electricity generation is crucial in meeting global energy 

needs (Hassan et al., 2024). 

Hybrid energy systems combine different energy sources 

to enable more efficient and sustainable energy 

production. These systems typically integrate fossil-

based fuels, referred to as primary energy sources, with 

renewable energy sources such as wind, solar, and 

hydrogen. Additionally, some hybrid systems are formed 

by the combination of two or more renewable energy 

sources (Krishna and Kumar, 2015). The main challenge 

with renewable energy sources is their dependence on 

environmental conditions, such as wind speed and solar 

irradiance, which limits their ability to provide consistent 

and high-power output (Paliwal et al., 2014). Therefore, 

using renewable sources like wind, solar, hydro, biogas, 

and fuel cells within a hybrid system can help mitigate 

environmental dependency, ensure energy continuity, 
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and increase power output. For example, a hybrid energy 

system that combines wind turbines and solar panels can 

continue generating electricity using wind energy even 

when sunlight is unavailable. The goal of such systems is 

to enhance energy efficiency, reduce power outages, and 

promote energy sustainability. 

Significant research is currently being conducted on 

hybrid systems and their applications. Various 

configurations, systems, and their effects are well-

documented in the literature (Olatomiwa et al., 2016). In 

particular, a general review of the literature on rural 

electrification shows that renewable energy sources are 

among the most effective solutions for providing 

electricity to rural areas that are located far from the 

electrical grid (Ma et al., 2013; Mekhilef et al., 2012; 

Harish and Kumar, 2014). 

 

2. Materials and Methods 
In this study, a hybrid energy system model has been 

developed by combining three separate renewable 

energy systems, namely PV panel, wind turbine, and PEM 

fuel cell. The objective of this study is to obtain 

continuous and uninterrupted voltage from each of these 

three energy systems, each influenced by specific 

conditions and environmental factors. Additionally, when 

operating in pairs or trios, the aim is to achieve a high 

voltage level. The study is prepared in a simulation 

environment using Matlab/Simulink. The block diagram 

of the developed model is given in Figure 1. 
 

  
 

Figure 1. Block diagram of PV panel, fuel cell (PEM) and 

wind turbine-based hybrid power generation system. 

 

The total voltage obtained from the hybrid system is 

transferred as an input value to a DC-DC boost converter. 

In the block diagram, the control unit is responsible for 

adjusting the converter to raise the incoming voltage to 

the desired level. Upon closer examination of these 

blocks and their functions: 

2.1. DC-DC Boost Converter 

A boost converter is a type of DC-DC power converter 

that increases the input voltage to a higher output 

voltage. It operates on the principle of storing energy in 

an inductor and then releasing that stored energy to the 

output at a higher voltage level (Liu and Wu, 2023). 

Boost converters are widely used in various applications 

where a higher voltage is required from a lower voltage 

source, such as in battery-powered devices, renewable 

energy systems, and electric vehicles (Mirzaei et al., 

2012). 

The primary function of the boost converter is to regulate 

the charge and discharge cycles between the inductor 

and capacitor through a control signal that adjusts the 

voltage level (Paul et al., 2024). In this process, the 

control signal manages the switching operations of the 

converter, balancing the storage and release of energy. 

The circuit of the boost converter used in this study, 

modelled in the Matlab/Simulink environment, is shown 

in Figure 2. 
 

 
 

Figure 2. Matlab model of the DC-DC boost converter. 

 

A DC-DC boost converter fundamentally consists of a 

switching element, a capacitor, an inductor, and a load. 

The values of these components are calculated based on 

the system's input voltage and the desired output 

voltage. Based on this ratio, the duty cycle of the 

switching element is determined. Since the converter's 

parameters affect its performance, efficiency, and 

reliability, they must be selected carefully (Solaiman et 

al., 2015; Sakly et al., 2017). The key parameters of the 

boost converter circuit used in this study are provided in 

Table 1. 

 

Table 1. Parameters of DC-DC boost converter 

Parameter Rated Value 

Input Voltage (V_in) ~ 250 V 

Output (Reference) Voltage 

(V_out) 
400 V 

Inductor (L) 20.50 μH 

Capacitor (C) 40 μF 

Load (R) 40 Ω 

Duty Cycle (D) 0.6 

 

2.2. PID Controller  

A PID controller (Proportional-Integral-Derivative 

controller) is a widely used feedback mechanism in 

industrial control systems. It continuously calculates the 

error as the difference between the desired setpoint and 

the measured process variable, then applies a correction 

based on proportional, integral, and derivative terms 

(Ozdemir and Erdem, 2018). Figure 3 presents the PID 

control algorithm. 

The PID control algorithm consists of three fundamental 

components. The Proportional (P) term generates a 
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control signal that is proportional to the instantaneous 

error value. This term adjusts the control signal based on 

the magnitude of the current error, thereby correcting it 

(Daraz et al., 2023). The Integral (I) term addresses any 

persistent errors in the system by accumulating the error 

signal over time. This enhances the long-term stability of 

the system and helps to balance slow changes. 
 

 

 

 

 

 

 

  
 

Figure 3. PID control algoritm. 

 

The Derivative (D) term evaluates the rate of change of 

the error signal over time, thereby controlling the 

system's response speed. This allows for a quicker 

response to sudden changes and reduces overshooting, 

thereby enhancing system stability (Mitra and Swain, 

2014). Figure 4 shows the PID control block as prepared 

in Matlab/Simulink.  

 

 

 

 

 

 

Figure 4. PID control block in Matlab 

 

2.3. Optimization Algorithms for PID Control 

Various methods exist for adjusting the parameters of 

PID controllers, ranging from classical approaches that 

involve mathematical modeling and system response 

analysis (Harish and Kumar, 2014) to techniques based 

on metaheuristic optimization algorithms for 

determining optimal parameter values (Pareek et al., 

2014). 

In this study, the PID controller for a DC-DC boost 

converter connected to a hybrid energy system was 

tuned using metaheuristic methods. The selected 

algorithms were Particle Swarm Optimization (PSO), 

Grey Wolf Optimizer (GWO), and Artificial Bee Colony 

(ABC). 

The performance of the tuned PID controller was 

evaluated through system response analysis under 

variable load conditions, as well as by calculating the 

Root Mean Square Error (RMSE) between the output 

voltage and the specified reference value. Additionally, 

the controller's performance was assessed with a focus 

on overshoot, settling time, and rise time values, as 

depicted in the obtained graphs. 

2.3.1. Particle swarm optimization (PSO) algoritm 

The Particle Swarm Optimization (PSO) algorithm is an 

optimization technique inspired by the behavior of 

swarms of fish and insects in nature (Kennedy and 

Eberhart, 1995). In PSO, the problem is divided into 

segments, each represented by candidate solutions, 

referred to as 'particles' within the algorithm (Xiao et al., 

2024). These particles navigate the search space, 

proposing solutions to identify the optimal one. 

The PSO algorithm consists of the following stages: 

Initialization, Evaluation, Updating Particle Velocity and 

Position, Updating Personal and Global Best Positions, 

and Termination. These stages are illustrated in Fig. 5 

(Yousef et al., 2020). The algorithm is widely preferred in 

fields such as engineering, economics, and data science 

due to its simplicity, ability to handle complex problems, 

and efficiency (Le et al., 2019). 

 
Figure 5. Flow chart of the PSO algorithm (Le et al., 

2019). 

 

2.3.2.  Grey wolf optimizer (GWO) algoritm 

The Grey Wolf Optimizer (GWO) algorithm is inspired by 

the hunting behaviours of grey wolves (canis lupus), one 

of nature's most impressive predators (Mirjalili et al., 

2014). Wolves, which move in packs, exhibit a strong 

social hierarchy. This hierarchy includes the alpha (α) 

wolf, which assumes the leadership role, followed by beta 

(β) wolves, then delta (δ) wolves, and finally omega (ω) 

wolves. The algorithm is based on the hunting process of 

wolf packs, which follows a three-stage strategy: 

encircling, hunting, and attacking prey to find their target 

(Prasad et al., 2024). These unique hunting strategies 

enable the GWO algorithm to achieve successful results 

in optimization problems. Figure 6 illustrates the GWO 

algorithm. 
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Figure 6. Flow chart of the GWO algorithm (Amirsadri et 

al., 2018). 

 

Due to its simplicity and ease of implementation, 

requiring few parameter adjustments, high efficiency, 

and parallel applicability, Grey Wolf Optimizer (GWO) is 

recognized as a powerful and innovative tool for solving 

optimization problems. 

2.3.3.  Artifical bee colony (ABC) algoritm 

The Artificial Bee Colony (ABC) Optimization algorithm is 

a nature-inspired optimization method based on the 

foraging strategy of bees (Karaboga, 2005). ABC mimics 

the foraging behaviour of honeybees as they search for 

food sources and share information within the colony. In 

this algorithm, each bee represents a candidate solution 

and works to optimize a fitness function that evaluates 

the quality of the solution (Sönmez et al., 2017). The bee 

colony is composed of employed bees, onlooker bees, and 

scout bees. 

In ABC, the behavior of bees is modeled based on certain 

assumptions. One key assumption is that only one 

employed bee is responsible for extracting nectar from 

each food source. Consequently, the number of food 

sources in the algorithm is equal to the number of 

employed bees. Another assumption is that the number 

of employed bees matches the number of scout bees. 

However, in practice, if a worker bee returns to a 

depleted food source, it may transform into a scout bee. 

The fitness value of a food source is directly proportional 

to the quality of the food it provides. 

The ABC algorithm is highly adaptable to various 

problem domains and optimization challenges, making it 

a versatile tool for a wide range of industrial and 

academic applications. Figure 7 illustrates the ABC 

algorithm. 

 
Figure 7. Flow chart of the ABC algorithm (Wang et al., 

2019). 

 

3. Simulation and Results 
This study focuses on the optimization of PID parameters 

using PSO, GWO, and ABC algorithms. The selection of 

appropriate initial values is critically important for 

effectively tuning the PID parameters and managing the 

optimization process. These values can significantly 

influence the success and outcomes of the optimization 

process. The initial values for the algorithms, each 

executed over 30 iterations, are provided in Table 2. 

After conducting system simulations and optimization 

using the PSO, GWO, and ABC algorithms, the PID 

controller gain values were obtained for each scenario. 

The gain parameters of the PID controller and the RMSE 

values from the optimization are presented in Table 3.  
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Table 2. PSO, GWO and ABC Algorithms initial values 

Algorithm Parameters İnitial Values 

 Description Value 

PSO Number of particles 20 

 Number of iterations 30 

Self-adjustment weight 0.9 

Social-adjustment 

weight 
1.2 

GWO Number of Wolves 10 

 Number of Iterations 30 

ABC Number of Bees 15 

 Number of Iterations 30 

 Dimension of problem 3 

 

These results provide a comparative analysis of the 

performance of the different algorithms and how closely 

each system achieved the targeted performance. In other 

words, they demonstrate each algorithm's ability to 

optimize the PID parameters and its impact on system 

performance. Table 3 summarizes the optimized 

parameters and the obtained RMSE values. 

 

Table 3. Optimized parameters and obtained RMSE 

values 
 

Parameter Algorithms 

PSO GWO ABC 

Kp 5.2307 3.1072 2.2106 

Ki 5.5473 6.0041 8.8505 

Kd 4.6979 7.8168 1.2033 

RMSE 1.8261 2.7458 2.4495 

 

When comparing the results based on RMSE values, it is 

evident that the PSO algorithm delivers the best 

performance. PSO achieved the lowest error with an 

RMSE value of 1.8261, making it the most successful 

algorithm by a significant margin. The ABC algorithm, 

with an RMSE value of 2.4495, ranked second, 

demonstrating approximately 15% lower performance 

compared to PSO. The GWO algorithm exhibited the 

lowest performance, with an RMSE value of 2.7458, 

showing approximately 20% lower performance than 

PSO. These findings highlight the superior capability of 

the PSO algorithm in optimizing PID parameters and its 

significantly greater impact on system performance 

compared to the other algorithms. The exceptional 

success of PSO strongly supports its preference in 

optimization processes. 

The output voltages obtained when the PID parameters, 

determined through the optimization process, were 

applied to the system are shown in Fig. 8. As illustrated in 

the figure, the output voltage achieved using the PSO 

algorithm demonstrates significant success compared to 

the results from the other algorithms. This success is 

reflected not only in its low error (RMSE) values but also 

in its superior dynamic performance metrics, such as 

overshoot, settling time, and rise time. Specifically, the 

output signal obtained with the PSO algorithm exhibited 

minimal overshoot and the fastest settling time to the 

desired values. These findings clearly demonstrate the 

effectiveness of the PSO algorithm in optimizing PID 

parameters and its positive impact on system 

performance. 

 

 
 

Figure. 8. System response comparison for the PID 

controller tuned by (a) PSO, (b) GWO and (c) ABC 

algorithms under output voltage changes. 

 

4. Discussion 
With the increasing demand for energy today, the 

utilization of renewable energy sources is becoming 

more crucial. In this context, a study was conducted to 

model a hybrid energy system integrating three different 

renewable energy sources—PV panels, wind turbines, 

and PEM fuel cells—using the Matlab/Simulink 

simulation environment. The system is managed with an 

optimized control strategy that accounts for the 

characteristics of each energy source. This control 

strategy employs a PID controller, which was tuned using 

various optimization techniques. Specifically, the 

coordinated operation of these three energy sources 

depends on solar irradiance for PV panels, wind speed 

for wind turbines, and the fuel source for fuel cells. 

The parameters of the DC-DC boost converter modelled 

in the Matlab/Simulink environment are critical 

components that directly influence the system's 

performance. The PID controller is used to adjust the 

output voltage of the DC-DC boost converter to approach 

the desired reference value. In this study, metaheuristic 
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algorithms such as PSO, GWO, and ABC were employed to 

optimize the PID controller. The simulations and 

optimization studies revealed that the PSO algorithm 

demonstrated the best performance, achieving the lowest 

RMSE value of 1.8261 and effectively reaching the 

desired output voltage in the system. 

This study demonstrates the effectiveness of 

metaheuristic optimization methods in optimizing 

renewable energy systems and enhancing energy 

efficiency. It makes a significant contribution to the 

literature by providing a comparative analysis of the 

impacts of different optimization algorithms on PID 

controller settings. The results represent a crucial step 

towards the integration of renewable energy systems, as 

hybrid systems combining various energy sources offer a 

potentially effective solution for balancing fluctuations in 

energy production and ensuring a continuous energy 

supply. 

The study contributes to the development of sustainable 

and efficient energy production methods to meet future 

energy demands. It also provides valuable guidance for 

researchers and industry professionals in the design and 

optimization of hybrid systems. 

In the next stage of the study, the optimization methods 

will be expanded, and the performances of different 

hybrid optimization techniques will be evaluated. The 

study will be further developed by detailing the training 

and execution times of the algorithms, as well as the 

validation approaches, to present an original and 

innovative contribution to the literature. 
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