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Oz

Kablosuz sensor aglarinda saldiri tespiti, ag giivenliginin saglanmasi i¢in ¢ok dnemlidir. Bu ¢aligma, KSA'larda
etkin izinsiz girig tespiti i¢in gereken bariyer sayisini tahmin etme sorununa odaklanmaktadir. Amag, KSA'lardaki
giivenlik optimizasyonunu gelistirmek i¢in dogru tahminler yapmaktir. Bu amagla, alan boyutu, algilama araligi,
iletim aralig1 ve sensor diiglim sayis1 gibi parametreleri igeren bir veri seti lizerinde gesitli regresyon modelleri
(Dogrusal Regresyon, Ridge ve Lasso Regresyon, Rastgele Orman, Destek Vektér ve Gradient Boosting )
uygulandi. Modellerin performanslari R2, RMSE, MAE ve MSE gibi metriklerle degerlendirildi ve 5 kat capraz
dogrulama ile dogrulandi. Sonuglar, Dogrusal Regresyon modelinin, en diisiik hata degerleri (RMSE 0.0181, MAE
0.0136 ve MSE 0.0003) ile en iyi performansi elde ettigini ve bunu yakindan Ridge Regresyonunun takip ettigini
gostermektedir. Bu bulgular, basit dogrusal modellerin bariyer gereksinimlerini dogru bir sekilde tahmin etmedeki
etkinligini vurgulayarak, kablosuz sensor ag1 giivenlik altyapisinin optimizasyonuna katkida bulunmaktadir.
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Abstract

Intrusion detection in wireless sensor networks is crucial for ensuring network security. This study focuses on the
problem of estimating the number of barriers necessary for effective intrusion detection in WSNs. The aim is to make
accurate predictions to improve security optimization in WSNs. To this end, various regression models (Linear
Regression, Ridge and Lasso Regression, Random Forest, Support Vector and Gradient Boosting) were applied on a
dataset including parameters such as field size, sensing range, transmission range, and the number of sensor nodes. The
performance of the models was evaluated with metrics such as R2, RMSE, MAE, and MSE, and validated with 5-fold
cross-validation. The results show that the Linear Regression model achieved the best performance with the lowest error
values (RMSE 0.0181, MAE 0.0136, and MSE 0.0003), followed closely by Ridge Regression. These findings highlight
the effectiveness of simple linear models in accurately predicting barrier requirements, supporting the optimization of
WSN security systems
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1. Introduction

The widespread adoption of Micro-Electro-Mechanical Systems technology, which has significantly
advanced the development of smart sensors, has contributed to a surge in global interest in wireless sensor
networks. These sensors, in addition to their small size, limited processing power and programming
capabilities, are more economical than traditional sensors. These sensor nodes possess the ability to sense,
measure, and acquire environmental data. They can also make local decisions before transmitting the sensed
information to end-users [1].

Sensors detect environmental variations and transmit the acquired data to the base station, utilizing either
direct communication paths or intermediary nodes within the established communication architecture. The
base station serves as an interface between the sensor network and the user. The number of sensor networks
can vary depending on the requirements and needs of the environment, proving the scalability of the system.
Especially when there is a need to collect data from areas that people cannot access or where access is not
possible for security reasons, the importance of sensor networks becomes more evident [2].

A wide range of sensors, including thermal, seismic, magnetic, and visual sensors, can be integrated into
sensor networks to monitor environmental changes such as humidity, temperature, pressure, sound, light, and
motion. Usage areas of these networks include military, environmental, healthcare, household, and
commercial applications. They are employed in military operations to access up-to-date equipment
information on battlefields, monitor enemy movements, and assess battle damage. In environmental contexts,
they help track animal movements, enable chemical and biological detection, and assist in identifying forest
fires and floods. When it comes to healthcare, these networks are valuable for monitoring patients and
supporting medical observation systems [3].

In home applications, it is integrated into devices such as vacuum cleaners and microwave ovens, while in
commercial applications it is used in the ventilation and heating systems of buildings or in areas such as
detecting vehicle theft [4].

Additionally, detecting unauthorized entries in border areas and identifying unauthorized access in restricted
areas and infrastructures is one of the important areas of use of WSNs. For example, as seen in Figure 1, a
WSN can be deployed to create sensor barriers to block any possible intrusion paths [5].
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Figure 1. lllustration of 3-barrier coverage for each intrusion path
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Wireless sensor networks are vulnerable to many attacks due to factors such as resource constraints,
communication environment and infrastructure, and vulnerable areas where sensors are placed. In addition,
it is necessary to develop special security solutions for these networks due to their different infrastructure
from traditional networks and physical resource constraints [6].

Some of the studies found in the literature on this subject are as follows:

In the study in [7], the AR-MAC (Attack Resistant MAC) protocol was designed to detect different types of
DosS attackers and provide appropriate solutions for each type of attacker. Thanks to this new protocol,
wireless sensor networks have been made more secure against DoS attacks at the media access layer and the
lifespan of the nodes has been increased without the need for any additional hardware.

In the study in [6], an intrusion detection system was proposed to ensure WSN security. To ensure effective
security, a hybrid model has been developed that combines anomaly and misuse-based detection methods
used in intrusion detection systems. In order for the system to classify normal and attack traffic, data mining
algorithms such as BayesNet, J48, JRip, PART and RandomForest were used and the performance values of
these algorithms were compared.

[8], Various algorithms have been developed to build intrusion detection systems in WSN based on different
classifications of routing protocols in terms of energy efficiency. This article discusses routing protocol
classification according to network structure, focusing on a critical parameter such as energy consumption in
WSNSs, and provides a comprehensive overview of IDS research.

The paper in [9] focuses on the development of a theoretical framework for barrier formation in wireless
sensor networks. A key contribution is the definition of k-barrier coverage for a specified belt region and the
development of efficient algorithms for evaluating this coverage metric. Methods are presented to quickly
determine whether a region is within the scope of the k-barrier after the placement of sensors. Moreover, the
design focuses on an optimal placement pattern that guarantees k-barrier coverage, provided that the sensors
are deployed in a specific manner. Lastly, the paper addresses the challenge of achieving high-probability
barrier coverage in scenarios where sensor deployment is random.

In the study in [10], a dense feedforward neural network based deep learning architecture is proposed for the
accurate estimation of the k-barrier number in order to quickly detect and prevent intrusions.

In the study in [11], investigates the k-barrier coverage area formation problem in sensor networks. A novel
weighted barrier graph model is proposed, demonstrating a relationship between the minimum number of
mobile sensors needed to achieve k-barrier coverage and the problem of finding k vertex-disjoint paths with
minimum total length on the WBG. However, it is shown that these two problems are not equivalent.

In [12], this article introduces an IDS model that facilitates unsupervised learning through the implementation
of Conditional Generative Adversarial Networks . To enhance result comparison and visualization, the model
incorporates the Extreme Gradient Boosting classifier. The proposed model aims to achieve superior
accuracy and efficiency in attack detection by leveraging the power of deep learning algorithms.

In the study in [13], investigated key research on the security issues affecting wireless sensor networks,
identified the obstacles and requirements, and presented open research areas in the field.

The work in [14], offers a valuable overview of wireless sensor network infrastructure and the security
vulnerabilities it encounters. It also explores the potential of employing machine learning algorithms to
mitigate the security costs associated with wireless sensor networks across diverse applications. The paper
also examines challenges in threat detection and proposes machine learning-based solutions to enhance
sensor capabilities in identifying threats, attacks, risks, and malicious nodes, leveraging the algorithms'
learning and self-improvement potential.

325



Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 4(2), 322-336, 2025
N. Cakan, D. Kaya

In [15], barrier coverage is a critical method for enhancing security in wireless sensor networks. This work
presents a technique based on geometric mathematical models to achieve barrier coverage with the fewest
sensors. Additionally, it aims to create a fault-tolerant network by detecting faulty sensors and assigning
appropriate sensors in their place. Simulation results show the effectiveness of the proposed algorithms.

In [16], recently, the development of lightweight and effective security protocols for wireless sensor networks
has been the subject of numerous studies. In this study, prominent protocols were examined and classified
according to the security issues addressed.

In [17], the security of a WSN depends on ensuring the security of all layers. In this study, first all layers are
discussed separately, and then inter-layer approaches are discussed to combat some complex attacks.
Integrating a secure routing protocol and key management architecture will definitely provide a stronger
security measure.

One of the most effective methods of ensuring security in wireless sensor networks is to create barriers to
monitor entry points into the network. These barriers are designed to detect and block potential attacks based
on a specific sensor distribution and characteristics. However, determining the number of these barriers
correctly is critical for both efficient use of network resources and optimizing the security level of the system
[11]. A machine learning approach is proposed in this article to predict the necessary humber of barriers for
effective intrusion detection in wireless sensor networks. The proposed method seeks to determine the
optimal number of barriers, considering features such as area size, detection range, transmission range, and
the number of sensor nodes. The remainder of this article is organized as follows: The next section examines
the dataset used in the study and talks about the applied machine learning methods. The next section contains
the findings and results.

2. Materials and Methods

The dataset, sourced from study [5], is a synthetically produced dataset created through Monte Carlo
simulations. It is tailored to examine the interplay of various parameters impacting the effectiveness of an
intrusion detection system. The dataset features four input variables representing area, detection range,
transmission range, and sensor node quantity, and a single output variable indicating the necessary number
of barriers. The dataset used in this study is intended to estimate the number of barriers required for intrusion
detection and prevention in wireless sensor networks. Dataset parameters are given in Table 1.

Table 1. Dataset parameters

Parameters
Area
Sensing Range
Transmission Range
Number of Sensor Nodes
Number of Barriers

First of all, when the data set is examined, it is seen that all variables are continuous and there are no missing
values. Table 2 below shows the basic statistical properties of the variables in the data set.
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Table 2. Statistical properties of the dataset

count  mean std min lower median upper max
quartile quartile

Area 182.00 24375.00 15197.25 5000.00 9375.00 21875.00 39375.00 50000.00
Sensing 182.00 27.50 7.52 15.00 21.00 27.50 34.00 40.00
Range
Transmission 182.00 55.00 15.00 30.00 42.00 55.00 68.00 80.00
Range
Number of 182.00 250.00 90.25 100.00 172.00 250.00 328.00 400.00
Sensor nodes
Number of 182.00 94.07 65.17 12.00 42.00 80.00 128.75 320.00
Barriers

In this process, we first took the raw dataset and prepared it for modeling. During data preprocessing, we
standardized the variables and applied logarithmic transformation and scaling operations to optimize them
for analysis. Next, we split the data into training and testing sets using an 80-20 ratio. We applied various
machine learning regression methods, including Linear Regression, Ridge, Lasso, Random Forest, Support
Vector Regression, and Gradient Boosting, on the training set. To evaluate the generalization ability of each
model, we used 5-fold cross-validation and calculated their respective error metrics. Finally, we selected the
model that achieved the lowest error and highest performance as the best regression method for the study.
This entire process aimed to identify the most suitable prediction model through accurate data processing
and analysis. The scheme of these processing processes is shown in Figure 2.
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Figure 2. Flow diagrami of the work process

2.1. Logarithmic transformation

Logarithmic transformations are divided into two groups: full logarithmic transformations and semi-
logarithmic transformations. In full logarithmic transformation, the logarithm of both variables, The outcome
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variable () and the factors that influence it (X), is taken. In semi-logarithmic transformation, the logarithm
of only one of the variables X or Y is taken; The other variable is included in the model as is [18].
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Figure 3. Distribution of number of barriers variable before and after logarithmic transformation

As shown in Figure 3, the logarithmic transformation affected the distribution of the "Number of Barriers"
variable in the dataset. In the left panel, the original distribution of the data is shown and it is seen that it has
a right-skewed structure. This type of skewness can cause problems, especially in statistical analyzes such as
regression, because these analyzes generally perform better based on data closer to a normal distribution. The
right panel shows the distribution obtained after logarithmic transformation. Thanks to this transformation,
the distorted structure of the data has been significantly reduced and a more symmetrical structure has been
gained. Logarithmic transformation balanced the distribution by minimizing the influence of outliers.

2.2. Linear regression

In a study, multiple linear regression analysis is used when there are more than one variable that will affect a
single variable to be predicted and the relationship between these variables is linear. In other words, it's a
statistical approach that models how a dependent variable is influenced by several independent variables.
This model allows examining the impact of multiple variables on the outcome simultaneously [19].

Y = Bo+ 1X1i + B2 Xz + -+ BrXni + & 1)

In this equation, Y is the dependent variable, S, is the intercept, B, B2, B, are the coefficients of the
independent variables X;; , X,; , X,,;; and g; is the error term.

2.3. Ridge regression

The linear regression method aims to create a line equation that best fits the data. However, When the
predictor count exceeds the observation count, the model cannot calculate any values.This may lead to
overfitting and poor predictive performance, especially when the model encounters unseen data.
Additionally, if there are multiple correlations among the data in linear regression, the method may create
various problems. Ridge regression allows to overcome such problems. In the Ridge regression model, a
small deviation value is added to the linear regression model to fit the data. Adding this bias results in the
variance being significantly reduced [20].

Xi = Bo + BiX; + A(BT) )
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Here; X;: is the estimated value. f3,: is the y-intercept.f3; : is the slope of the line.A: is the penalty intensity
multiplier.A(82): the ridge penalty.

L2 regularization, the penalty coefficient in Ridge regression, is a fundamental approach used to address the
problem of overfitting. By adding this coefficient to the model's cost function, it enhances the model’s
generalizability. L2 regularization is equal to the sum of the squared values of the model's variables. It
constrains the model's high coefficient values, pushing them towards zero, but not exactly zero [21].

2.4. Lasso regression

Lasso Regression is another method developed to improve the linear regression model. Lasso Regression is
one of the methods developed to improve the linear regression model. With an increasing number of variables
in multiple linear regression, the model becomes more susceptible to overfitting. This may cause forecast
results to deviate from actual results. Additionally, increasing non-zero coefficients may make the
interpretation of the model difficult. The aim of Lasso Regression is to increase prediction accuracy by
reducing these problems. To address this, a penalty term, coefficient A, is included in the model. A is a
parameter that aims to reduce the overall squared err. The choice of the A parameter is of great importance
for the model to work correctly. If A is chosen too high, the coefficients may drop to zero and the model may
lose meaning. If A is selected as zero, classical regression analysis is performed. Consequently, the optimal
value of A is typically found through cross-validation [22].

Xi = Bo + BiX; + AlB4] 3)

Here, B, is the intercept, B, is the coefficient for predictor X; and A is the regularization parameter.L1
regularization, the coefficient in Lasso regression, is the sum of the absolute values of the model's parameters.
By incorporating L1 into the model's cost function, it enhances the model's generalization capability. It
achieves this by zeroing out unnecessary variables. Consequently, the model focuses solely on the most
significant variables and adopts a simpler structure [23].

2.5. Random forest

The random forest algorithm is an ensemble learning technique that seeks to enhance performance by
combining multiple models. This algorithm consists of an ensemble of multiple decision trees. One of the
advantages of the random forest algorithm is that it can work with both continuous and discrete variables.
Additionally, it can be used effectively on small or large data sets. It generally gives higher accuracy
compared to other algorithms [24].

2.6. Support vector regression

In contrast to conventional supervised learning approaches, SVR leverages the concept of structural risk
minimization. This framework seeks to minimize not only the training error but also the potential for
generalization error. As a result of this approach, SVR exhibits strong generalization capabilities on unseen
test examples, capitalizing on the learned input-output mapping during the training phase [25].

2.7. Gradient boosting regression

In addition to traditional regression methods and robust regression techniques, Gradient Boosting algorithms
are a powerful method that has an important place in data analysis and prediction processes. These algorithms
aim to create a strong prediction model by combining weak predictors. Each weak predictor focuses on
correcting the model's previous errors, improving the overall prediction performance. It has been stated that
this method, first introduced by Breiman, can be evaluated as an optimization method with an appropriate
loss function. Later, Friedman developed a more advanced version of this algorithm. The algorithm utilizes
a sequential model training approach to construct a robust classifier [26].
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2.8. Model evaluation methods

The R? value indicates how well the experimental data fits a linear curve, and it is preferable for the value to
be close to 1 [27].

: -1
Adjusted R = 1 — (1 — R?) nr_lp_l (4)

Model accuracy increases as the MSE value approaches zero.MAE measures how close the predictions are
to the true values, and a low MAE indicates that the model’s predictions are usually accurate. RMSE
evaluates the deviation of the model's estimates from the true values. The smaller this value, the better the
model's predictions align with the actual values [28].

RMSE = [1EIL,0i— 91 ©)
MSE = ~¥ (i = 9;)? (6)
MAE = =S, |y, — 9| @

2.9. K-Fold cross validation

K-fold cross-validation involves dividing the dataset into k mutually exclusive folds. In each iteration, one
fold serves as the validation set, and the remaining k-1 folds are combined to form the training set. The
model's performance is evaluated on each validation set, and the average performance across all folds is used
as an estimate of the model's true performance [29]. The accuracy of the models in this study was evaluated
using a 5-fold CV procedure. The scheme is given in figure 4.

Testing Learning Learning Learning Learning
Learning Testing Learning Learning Learning
Learning Learning Testing Learning Learning
Learning Learning Learning Testing Learning
Learning Learning Learning Learning Testing

Figure 4. 5- fold cross validation diagram

3. Experimental Results
In this section, the 5-fold cross-validation results of the regression methods used in the study are presented.

The analysis was conducted in PyCharm. Table 3 displays the outcomes. Linear Regression exhibited the
best performance by achieving.

330



Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 4(2), 322-336, 2025
N. Cakan, D. Kaya

Table 3. Model outcomes

Regression Methods R? RMSE MAE MSE
Linear Regression 0.99 0.0181 0.0136 0.0003
Ridge Regression 0.99 0.0194 0.0146 0.0004
Lasso Regression 0.96 0.1433 0.1170 0.0208
Random Forest 0.98 0.0785 0.0624 0.0065
Support Vector Regression 0.99 0.0727 0.0567 0.0055
Gradient Boosting Regression 0.99 0.0551 0.0450 0.0032
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Figure 10. Gradient boosting regression distribution graph

4. Conclusions

Since there was a linear relationship between the variables, a linear regression model was initially applied.
Subsequently, Ridge and Lasso regression models were employed to prevent multicollinearity and overfitting
problems. Random Forest, Support Vector Regression, and Gradient Boosting models, which are commonly
used in regression analyses and aim to create a robust prediction model and minimize error, were also
preferred. When the results of these applied models were examined, Linear Regression exhibited the best
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performance by achieving the lowest error metrics with RMSE =0.0181, MAE =0.0136, and MSE = 0.0003.
When comparing the results of Ridge and Lasso, Ridge outperformed Lasso, likely due to its ability to
manage multicollinearity without eliminating variables. This is because Ridge regression works better when
there is high correlation between variables, as it shrinks the coefficients but does not eliminate them. Lasso
regression can reduce some variable coefficients to zero, effectively removing them from the model. Since
all variables in the dataset contribute to the model, it can be inferred that Ridge Regression is a more suitable
method. While Gradient Boosting performed well, it was outperformed by simpler models in this case. These
results imply that while advanced models are capable of capturing complex relationships, simpler models
may still offer optimal solutions for certain datasets.

Changes in model performance can be examined using larger or different datasets. The developed prediction
models can be applied in various real-world field applications where WSNSs operate. For instance, they can
be preferred for securing border regions in military areas. By optimizing the number of barriers to be placed
in these regions, security costs can be minimized. In the healthcare sector, they can be used to determine the
number of sensors needed for monitoring patient movements in hospitals and for rapid response in
emergencies. They can also be utilized in monitoring air pollution levels, detecting forest fires, predicting
productivity in agricultural fields, and in industrial applications.

5. Discussion

This study evaluates the performance of six different regression models to estimate the number of barriers
required for security in wireless sensor networks . The findings reveal that Linear Regression and Ridge
Regression models outperformed others by achieving the lowest error metrics compared to more complex
models. The superior performance of these linear models can be attributed to the nature of the dataset, where
the relationships between input variables and the target variable exhibit strong linearity. Models designed to
capture intricate relationships, including Gradient Boosting Regression, Support Vector Regression, and
Random Forest, exhibited higher error rates than simpler models. This indicates that conventional regression
techniques are more efficient when dealing with straightforward relationships.

Since the dataset was synthetically generated via Monte Carlo simulations, real-world validation with
empirical data is necessary. Additionally, environmental factors such as sensor failures, network congestion,
and dynamic changes in attack patterns were not considered in the dataset. Future studies can conduct

analysis including these factors. This study contributes to the optimization of WSN security infrastructure by
determining the most effective regression model for barrier estimation.
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