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Abstract The proliferation of portable devices and social media has transformed opinion sharing, impacting
individual behavior, particularly in financial markets. This research explores how online sentiments influ-
ence investors’ decision-making, highlighting the complexities of sentiment measurement in behavioral
finance. AI-driven techniques have been developed to quantify opinions from social media data, focusing
on Twitter (rebranded as X). The transformer architecture, which is a cutting-edge deep learning method
widely used in generative AI models, is employed for sentiment analysis. The relationship between
digitized sentiment scores and share prices within Türkiye’s Borsa İstanbul (BIST 30) index was analyzed
using machine learning techniques. Social media activity, as indicated by tweet volume, was investigated
in relation to stock prices. The dataset comprises nearly 1.9 million tweets related to BIST 30 stocks,
collected from early 2021 to late 2022. Independent variables include tweet volume, sentiment (positive-
negative), and tweet timing, whereas dependent variables comprise stock prices and index closures.
The findings reveal that tweet volume effectively predicts stock prices. Positive sentiment demonstrates
stronger predictive power for individual stocks, whereas overall tweet sentiment does not significantly
affect index-wide prices. Conversely, tweet timing is ineffective for price prediction. This research exem-
plifies the growing application of AI and machine learning in the social sciences by quantifying human
opinions. The proposed model offers both theoretical and practical contributions, serving as a model for
future research while delivering new insights and recommendations. The insights gained underscore the
potential to harness information systems to advance financial literacy, stimulate economic growth, and
empower informed decision-making across diverse global contexts.
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Introduction
Forecasting is one of the fundamental activities that many professional traders in the stock market use

in their decision-making processes. Over the years, these techniques have evolved considerably, and with
the introduction of computers, both technical and fundamental analysis methods have come a long way.
The rapid computability of statistical methods via computers has contributed to this. Although computers
facilitate time-series price analysis and macro- and microeconomic parameter accounting, other challenges
exist in stock market forecasting. Many people do not make purely rational decisions. In the stock market,
as in the commodity market, investors’ emotions, beliefs, and psychology can often be influential. The main
difficulty in price forecasting arises from the difficulty in modeling human behavior (Schumaker et al., 2012).

Until the development of smartphones and social media, it was only possible to gain insight into human
behavior through people’s own statements. However, the rapid increase in the amount of data that people
voluntarily create after recent developments makes new perspectives possible in the field of economics and
social sciences (Rancho et al., 2015). Thanks to social networks such as Twitter (In 2023 the of platform was
changed to X), the last few decades have seen the most idea-generating data generation period in human
history. Many companies have been established, and many studies have been initiated in institutions to
mine ideas on these data (Liu, 2012). Opinions shape our choices, and understanding them is crucial for both
individuals and organizations. Traditionally, gathering opinions involved personal networks and focused
research, but it has become a substantial business itself. Studying opinions can provide great opportunities
in science, finance, marketing, business, and management (Liu, 2012).

This study investigates the relationship between Twitter/X data, a social network example, and the
Turkish stock market. The effects of the quantity, sentiment, and time variables in tweet data on the closing
prices of both stocks and the index are analyzed.

On a daily basis, tweets about stocks between the opening and closing hours of the stock exchange are
included in the scope of this study. The number of daily tweets about a stock is a variable that can provide
insight into the social media activity of that stock (Liu et al., 2023). Recent research supports the hypothesis
that information in tweet data is related to financial indicators (Souza et al., 2015). The timing of tweets
about stocks can also impact the closing value. It may take some time for social media to have an impact
on stock prices, which indicates that the timing of tweets should also be considered (Yu et al., 2012).

In line with previous research, it is possible to examine the impact of the number of tweets, the senti-
ments in the content of the tweets, and the time between the time stamps of the tweets and the closing
time of the stock market on the closing values of the index and stocks. As in related studies, it is common
to choose price or closeness as the dependent variable when examining the effects or relationships of
independent variables on a financial asset.

This study aims to measure the performance of social media activity and the influence of opinion on
social media in predicting the closing value of stocks and the BIST 30 index. In this context, the following
research questions are posed;

1. Does the number of tweets affect the closing value of the BIST 30 index, average closing prices of stocks,
and closing prices of individual stocks?

2. Does the average sentiment score affect the closing value of the BIST 30 index, average closing prices
of stocks, and closing prices of individual stocks?
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3. Does the time remaining until the closing time of stock market have an effect on the closing value of
the BIST 30 index, average closing prices of stocks, and closing prices of individual stocks?

Literature Review
Stock Analysis Methods

Stock analysis, whether on an individual stock basis or an index basis, aims to predict trends, find the
stock of the company that will earn the most, and identify buying and selling zones. According to the efficient
market hypothesis, the market price at any given moment contains all the information, so forecasting in
financial markets is not possible to generate above-market returns. According to all three variants of the
efficient market hypothesis, it is not possible to achieve high returns through forecasting (Shah et al., 2019).

i) There is no relationship between price changes, and price changes are random. Therefore, technical
analysis cannot beat the market.

ii) Prices change rapidly according to information such as political developments, economic news, and
balance sheet announcements. Therefore, numerous returns cannot be achieved by fundamental
analysis.

iii) Price contains all information; thus, information is public, which is a barrier to high returns through
forecasting.

Many researchers and investors disagree with these predictions of the efficient market hypothesis and
think that forecasting can be done using financial market data (Shah et al., 2019). From a methodological
point of view, two main methods are used in stock analysis; fundamental analysis and technical analysis
(Bentes and Navas, 2013).

Both fundamental analysis and technical analysis have their advantages, disadvantages, and comple-
mentarities. These two methods are commonly used together. Many fundamental analysts use technical
analysis to identify buy and sell points. Many technical analysts also use fundamental analysis to identify
companies that can be profitable in portfolio construction (Bentes and Navas, 2013).

Artificial intelligence and machine learning can make new contributions to both of these types of
analysis. Machine learning is widely used in technical analysis to detect patterns or anomalies in time-series
price charts and in fundamental analysis to establish regression between company data and price. Artificial
intelligence and machine learning techniques have proposed new methods to augment and combine
existing analysis methods.

Behavioral Finance

The efficient market hypothesis (EMH) is one of the most important theories of the 21st century in the
field of financial markets. The EMH assumes that all market information is quickly incorporated into the
price, meaning that the price is all-inclusive.

The EMH is based on three main arguments (Naseer & Tariq, 2015):

i) Investors are rational and purely utility-motivated.

ii) If investors do not behave rationally, trades are assumed to be random and offset any effect on price.

iii) Rational arbitrageurs eliminate the influence of irrational investors on the market.

Acta Infologica, 9 (1), 253–274   255



The Impact of Social Networks on the Stock Market Using Sentiment Analysis and Machine Learning: ...   Mayuk & Huseynov, 2025

Despite the impact of EMH, many critical studies against EMH. Research shows that financial anomalies,
which can be categorized as fundamental, calendar, or technical, allow for high returns, contrary to the
EMH's predictions. In particular, studies in the field of behavioral economics and its extension, behavioral
finance, reveal that the psychological and sociological conditions of investors are effective in making
irrational decisions and that the market should not be seen as an area consisting of completely rational
players (Naseer & Tariq, 2015).

Psychological empirical research shows that when decision-making is difficult and feedback is delayed
or noisy, people tend to rely more on intuition and practice. Research shows that this is also true in financial
trading. Investors appear to act on behavioral biases when stock valuations are difficult. Price movements
in the market may cause different behaviors due to people's behavioral biases. Valuation uncertainty has
different behavioral effects. It has been observed that it increases the disposition effect, which motivates
some investors to buy during declines and sell during rises. The disposition effect generates behaviors
such as frequently tracking prices to look for trading opportunities. In cases of valuation uncertainty, some
investors may also experience a gambling effect. Investors who exhibit high-risk winning behaviors are found
to consider more losses. On the other hand, the disposition effect is amplified for overconfident investors.
Overconfident investors are less likely to accept their losses as mistakes (Kumar, 2009). In addition to the
effects of overconfidence and disposition, biases about herding and blue-chip stocks also have an impact
on risk perception (Almansour et al., 2023).

Behavioral finance studies have revealed that emotions and biases influence decision-making. Many
studies have also shown that news flows impact the stock market. It is possible to assume that the emotional
states of individuals affected by news feeds also impact stock market trading. Understanding the public
sentiment that is used to require difficult and expensive studies. Moreover, the accuracy of the methods used
was limited due to the low correlation of the selected indicators with public mood. The ability to measure
public sentiment can be considered an important behavioral finance variable. Sentiment analysis studies,
which began on blogs in recent years, have become common on social media data (Bollen et al., 2011).

Behavioral finance is a theory that proposes alternative views to the efficient market hypothesis.
Although information spreads quickly, especially today, people do not always use that information rationally
and may make irrational decisions. Examining the effect of sentiment analysis on financial asset prices can
also be considered a behavioral finance study.

Use of AI and Machine Learning in Finance

With the development of computer technologies, computers have begun to be widely used in finance, as
in all fields. Computer science, expert systems, and machine learning techniques have proven themselves
many times over in finance, not only in stock analysis but also in computationally intensive areas such as
portfolio management (Motiwalla & Wahab, 2000) and risk management (Ahn & Kim, 2009). Both expert
systems using classical machine learning methods and artificial neural networks have led to many successful
software solutions and research in the field of finance. Genetic algorithms and fuzzy logic are soft computing
techniques used in financial applications other than machine learning (Dunis et al., 2016).

In addition to common areas such as stock price forecasting, credit risk scoring, and portfolio optimiza-
tion, the use of artificial intelligence is expanding in relatively new areas such as cryptocurrencies and
derivative financial assets. In highly volatile cryptocurrencies and derivative assets, deep learning architec-
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tures such as Long Short-Term Memory (LSTM), provide important insights into analyzing long-term time-
series data (Bahoo et al., 2024).

In recent years, soft computing methods have been widely used in both analysis and modeling activities
for pricing and valuation purposes in the stock market. Prices in the stock market are highly volatile, and
they are affected by many factors. Therefore, stock market forecasting is challenging. Forecasting daily stock
prices is not a mere numbers problem; it is a real-world problem. Many non-numerical factors, such as
political and international relations, and news, also affect forecasting. Many studies have taken these factors
into account (Dunis et al., 2016).

In an early study using artificial neural networks in stock forecasting, the price of IBM stock was predicted,
and the potential of artificial neural networks to increase the ability in forecasting was mentioned (White,
1988). Another study, which presented a forecasting model using an artificial neural network in a low-risk,
high-return portfolio manager with a buy-and-hold strategy, demonstrated that artificial neural networks
provide better results than other algorithms. However, like other studies, this study also pointed out that
stock forecasting will remain a difficult issue due to the presence of non-numerical effects (Thawornwong
& Enke, 2004).

Artificial intelligence and data science techniques contribute greatly to the study of the behavioral
dimension of finance and economics disciplines where human emotions and opinions are important. Deep
learning, which is a set of architectures and techniques commonly referred to as artificial intelligence today,
is finding more and more applications in areas such as modeling the behavior of individual investors and
groups, summarizing and interpreting global financial news flows, and time series analysis of financial
assets. The use of deep learning to model the relationships in the data and their possible effects and obtain
financial results is called deep financial modeling (Cao, 2022).

Non-quantitative factors such as politics, international relations, and news flows, pose challenges to
stock forecasting. This highlights the importance of including public opinion as a variable in research. In
recent years, the field of behavioral finance has been focusing more on studies that attempt to understand
the impact of sentiment on decision-makers, markets, and institutions (Kearney & Liu, 2014). A study using
news articles mentioned that sentiment analysis improves prediction accuracy, but the prediction time
horizon should be reduced due to the dynamism of the stock market (Li et al., 2014). Instantaneous price
changes in the stock market may be more strongly correlated with social media, which is naturally more
dynamic than news articles. A study analyzing the relationship between sentiment analysis scores obtained
from news and tweet data and their relationship with the prices of some selected company stocks revealed
that tweet data have a more significant relationship with volatility than news data (Souza et al., 2015).

Twitter/X is an environment where instant news flow and social sentiment are instantly reflected; thus,
it has begun to be used as a common data source in sentiment analysis-based financial asset forecasting
research. A study by Rao and Srivastava (2012) shows that negative and positive dimensions of public mood
have a strong causal relationship with the price movements of individual stocks/indices. Another study
obtained sentiment analysis data on Bitcoin tweets using machine learning techniques and demonstrated
that social media sentiment analysis can contribute to understanding Bitcoin price fluctuations and that
machine learning models work with high accuracy in this area (Kına & Biçek, 2024). In financial sentiment
analysis of news articles or social media data, deep learning algorithms and classical machine learning
techniques are employed. Deep learning techniques are more successful in evaluating the context of a
whole text than classical approaches based on the sentiment analysis score of individual words (Sohangir
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et al., 2018). The psychological factors that trigger human behavior are often not obvious. By uncovering
relationships in large amounts of data, deep learning can facilitate the study of relationships between
investors' trading behavior and their emotions in the stock market (Ruan et al. 2020).

As in every field, artificial intelligence and machine learning technologies are widely used in the financial
sector. In addition to the stock market, which is the scope of this study, new applications are increasingly
being encountered in strategic areas, such as risk management and portfolio management.

Data and Methodology
Creating Initial Data Sets

In this study, the Python programming language was used for data collection, cleaning, and preprocess-
ing, sentiment score calculation, data exploration, and regression and forecasting analyses.

The collection of tweets and the daily closings of the BIST 30 components and the BIST 30 index can be
considered separate processes. The obtained tweets were processed through data cleaning and sentiment
analysis calculation stages. The datasets consisting of the index, stock, and sentiment analysis scores to be
studied are created in this way. Figure 1 shows the three types of data initially obtained. Time information is
critical to merging all data; thus, time data are included in all data. Tweet data contain three types of data:
the user (who wrote the message), the text (i.e., the tweet), and the timestamp (i.e., the time when the tweet
was sent).

Figure 1
Process of obtaining data from raw collected data before analysis.

The dataset contains daily closing data for the BIST 30 components and the BIST 30 index. The BIST 30
components data comprise the code of the stock, the date of the day, and the closing price.

The tweet data from the beginning of 2021 to the end of 2022 used in this study were obtained when
third-party libraries could access APIs. Day-to-day closing data for the BIST 30 index over the same date
range were obtained using a public investing web platform (Investing, 2024). Daily closing data for the BIST
30 components for the same date range were obtained from the open website of the investment subsidiary
of a private bank. Closing data can be obtained by filtering the date and stock code on this website (Is
Yatirim, 2024).
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Tweet data are the most unstructured data type that needs cleaning and pre-processing in tweet, index
closings, and stock closings data. Index and stock closing data are numerical and noise-free. Commonly, in
order to reduce the difficulty of sentiment analysis in microblog texts, some techniques, such as cleaning
and, if necessary, modifications to the text before sentiment calculation, are applied. Preprocessing natural
language texts to make them ready for sentiment analysis is a challenging task. Social media is not a formal
correspondence platform, and people do not pay attention to spelling and grammar. In sentiment analysis
studies, noise is removed as much as possible; however, it is impossible to remove it completely.

There is no general technique for reducing noise in social network user data. Although some operations
are common, different preprocessing steps can be applied depending on the nature of the study or the
choice of the researcher. In this study, all characters were minimized to homogenize the natural language
text. Since the data are tweet data, usernames, hashtags, retweets, numbers, and web links, they do not
contribute to the sentiment score (Effrosynidis et al., 2017). Exclamation marks, question marks and emojis,
on the other hand, overly influence the polarity of the sentiment score. The elimination of these phrases
and characters is summarized in the flow in Figure 2.

Figure 2
Data cleaning and pre-processing process before sentiment calculation.

Sentiment Calculation of Tweet Data

Artificial intelligence (AI), which has been a topic of computer science since the 1950s, mostly refers
to rule-based algorithms and techniques until today. Today, the increase in data has enabled artificial
neural networks, which date back to the 1950s, to work more effectively. AI mostly refers to deep learning
architectures based on artificial neural networks, and transformers are the most advanced examples of this
architecture for natural language processing. Machine learning (ML) is the general name of a discipline that
includes artificial intelligence (AI) and other data-driven learning algorithms.
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In this study, the BERT transformer model was used for sentiment analysis calculation. However, for this
study, the model was not trained from scratch, but a trained model with the Turkish language was used
to calculate the sentiment scores (Yıldırım, 2024). This model was trained on Turkish datasets from two
different studies. One of these studies used film and shopping website reviews (Demirtas & Mykola, 2013),
and the other one used tweet data (Hayran & Sert, 2017). The proposed model generates a sentiment score
between −1 and 1 from the sentences given as input. Scores less than zero indicate negative feelings, and
scores greater than zero indicate positive sentiment.

Many AI developers have published and made natural language processing models available on the
Hugging Face platform established in 2016. This platform allows models to be retrained, tested through the
interface, and used on platforms such as Amazon, Azure, or personal computers through APIs. The developer
of the model used in this study also made the model available through Hugging Face, and the model was
used in this study through Hugging Face libraries (Hugging Face, 2023). Hugging Face also allows models to
be tested via a web interface. The manual analysis demonstrates that the proposed model can correctly
classify the sentiment of tweets as positive or negative. Figure 3 shows examples of testing positive and
negative sentiment tweets.

Figure 3
Manual testing of the sentiment analysis model

In this study, the sentiment calculation of pre-processed raw tweets was performed using Hugging Face
libraries, which enable the use of this model in Python code. In this study, 1,906,966 tweets posted during
the days and hours during which the stock exchange was open were collected. After data cleaning and
preprocessing (Figure 2, the remaining 724,207 tweets were used for sentiment analysis.
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Creation of Final Data Sets

The final data sets have features and targets or dependent and independent variables. The final datasets
were obtained by merging the datasets among themselves by performing operations such as averaging and
summing on the initial datasets created in Figure 1. Figure 4 shows the datasets and variables resulting from
the merging.

Figure 4
Detailed process of creation of final datasets, features, and target fields.

In the merged datasets, the target (or dependent variable) is closure, and the features (or independent
variable) are the number of tweets with positive sentiment, the number of tweets with negative sentiment,
and the total number of tweets. Since the relationship between the data depends on the date and stock
codes, the datasets were merged using these fields. For this reason, date and stock codes act as keys, not
features, or targets.

The stocks dataset contains data on a stock-by-stock basis. The daily closing is already the closing value
of the stock, so averaging is unnecessary. The consolidated stock data set is the daily average of the closing
prices of all stocks. One of the research questions is related to the effect of the timing of tweets on price,
and for this reason, the sum of the minutes remaining to the closing time of the tweets sent during the day
is taken as an independent variable. However, this sum alone will be directly proportional to the number
of tweets and will be dependent on the number of tweets. Therefore, we obtain a new variable by dividing
this sum by the number of tweets.

In summary, features (independent variables) are the number of tweets, positive tweets, negative tweets,
and time to close; target (dependent variable) is the closing of stocks or the index. All data sets were
normalized before being input to the regression models, and 25% of the data were randomly assigned as
test data. Normalization is the rescaling of features to a standard range, typically between 0 and 1. Normal-
ization was performed programmatically. Throughout the training process, normalization ensures that each
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feature contributes equally and prevents features that are too large in magnitude from overshadowing other
features.

Table 1 lists the usages of all fields for each dataset. In this study, the effects of independent variables
on the dependent variable are separately analyzed for each data set.

Table 1
Classification of variables as features or targets on a dataset basis

Stocks Consolidated Stocks Index

Average number of positive tweets of the day Feature Feature Feature

Average number of negative tweets per day Feature Feature Feature

Average number of tweets per day Feature Feature Feature

Closing price of the stock Target - -

Average closing prices for the day - Target -

(Sum of minutes to stock exchange close hour/Tweet
counts) of the day

Feature - -

Average (Sum of minutes to stock exchange close hour/
Tweet Counts) of the day

- Feature Feature

Closing value of index - - Target

Results
Time-Series Visualizations

Presenting time-series data visualization is important for understanding the general characteristics and
main trends of the data. It will also make it easier to understand the trend relevance of the sections related
to social media activity and sentiment analysis, which is the main topic of this study.

Figure 5 shows a graph of the BIST 30 index from the beginning of 2021 to the end of 2022, while Figure 6
shows a graph of the BIST 30 components for the same date range.

Figure 5
Chart of the BIST 30 index from the beginning of 2021 to the end of 2022
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Figure 6
Chart of the BIST 30 components from the beginning of 2021 to the end of 2022

Time-series trend charts show common behavior for stocks and the index. The market, which remained
stable toward the end of 2021, experienced an upward trend after 2022. This finding agrees with studies that
examined stock market movements during the COVID-19 pandemic (Altınbaş, 2022).

Data Exploration

Figure 7 shows the number of tweets and stocks. The average line and the shares above it are shown. It
is observed that a few stocks, in particular, have increased the average, while most of them have remained
below the average.
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Figure 7
Stock codes and number of tweets for each stock from the beginning of 2021 to the end of 2022

Figure 8 shows the same data as the distribution of the ratio of the number of tweets to the number
of minutes before the closing time of the stock exchange. This graph clearly shows that tweet activity is
low near the opening and closing hours, with most of the activity concentrated in the middle of the trading
hours. This shows that investors' convictions are largely formed near the middle of the timeframe that can
be traded.

Figure 8
Distribution of number of tweets according to time remaining until stock exchange closing time.

The distribution of the number of tweets overlaps with the volatility of index closings at the beginning
of 2021, and some at the end of 2021 and the first quarter of 2022. Likewise, it overlaps with the trend rise
starting with the summer of 2022 in most of them. Figure 9 shows the tweeting activity distribution by time
between the beginning of 2021 and the end of 2022. This scatterplot is quite parallel to the BIST 30 index
graph shown in Figure 5. Tweeting activity is also high at times when there is an increase in the index.
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Figure 9
Distribution of number of tweets about BIST 30 components by time from 2021 to 2022.

A low standard deviation in the sentiment score indicates a certain intensity of emotion in the tweets
about that stock. Table 2 shows the stocks with some tweets above average, standard deviation of sentiment
scores, and standard deviation rank in ascending order of standard deviations for all stocks.

Table 2
Most tweeted stocks and standard deviations of sentiment scores

Stock Number of Tweets Standard Deviation of
Sentiment Score

Standard Deviation Rank in
Ascending Order

SASA 91,16 0.13 1

EREGL 55,806 0.15 3

THYAO 41,815 0.14 2

GARAN 38,926 0.15 4

ASELS 38,336 0.17 6

HEKTS 34,707 0.19 8

SISE 34,212 0.16 5

KOZAL 27,224 0.19 9

PETKM 24,605 0.19 7

Regression Analysis

In this study, the dataset formed by combining the average sentiment score with the BIST 30 index data
was analyzed using regression models. The number of tweets, the number of positive tweets, the number of
negative tweets, and the ratio of the average of the minutes remaining until the closing time of the tweets
to the number of tweets (this will be called as “time ratio”) are analyzed as independent variables, and the
closing value is analyzed as a dependent variable. The relationship between the independent variables and
dependent variable was analyzed one by one.

There are many machine algorithms for regression analysis. In this study, SVR (Support Vector Regres-
sion), XGBoost (Extreme Gradient Boosting), and random forest regression algorithms were used to create
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models, and their metrics were compared. These evaluations are the rationale for testing the models built
with these algorithms:

• SVR is useful for both linear and complex data and is tolerant of errors. Linear regression works well
with more linear data and has a low tolerance for errors. Instead of linear regression, a model using the
“linear” kernel of SVR is preferred.

• XGBoost creates a tree-based regression model that progressively reduces errors by gradient boosting.
It offers high accuracy, speed, and efficient computational power via parallel computing using CPU.

• Random Forest Regression is an algorithm that works by averaging many decision trees, is less prone to
overfitting, and is more tolerant of errors.

LSTM and other artificial neural network-based algorithms were not preferred in this regression study
due to the fact that the data to be subjected to regression is not high volume, the correlation between the
sequences is low, and they work slowly without GPU.

The R-squared value is an important metric for measuring the accuracy of regression models. However,
it is not an indicator of model performance. Error metrics such as MAE (Mean Absolute Error), MSE (Mean
Squared Error), RMSE (Root Mean Squared Error) should also be evaluated. The R-Squared value of a model
that can explain the relationship between variables meaningfully should be between 0 and 1. A negative
R-Squared value means that the reported predictive power of the model is lower than the average of the
dataset. A model with a negative R-squared value cannot explain the relationship between variables and
should be rejected. In this study, the relationship between the independent and dependent variables was
analyzed one by one. Therefore, R-Squared and Adjusted R-Squared values are expected to be equal in all
regression analyses.

Table 3 presents the R-Squared intervals and their interpretations (Ozili, 2023).

Table 3
R-Squared value ranges and interpretations

Value Interpretation

< 0 The model does not explain the dependent variable at all and should be rejected

0.00-0.09 A model that is too weak should be rejected

0.10-0.50 Some or most explanatory variables are statistically significant.

0.51-0.99 Most of the explanatory variables are statistically significant

It should be considered that the risk of overfitting increases as the R-Squared value approaches 1,
especially above 0.90. The tendency of overfitting can be observed by comparing the training and test data
metrics separately and observing the difference.

MAE, MSE, and RMSE are indicators of the model's error rates in explaining the data; there is no ideal
number for these metrics, and smaller values are always better. When comparing different models, a good
approach is to consider models with lower error metrics. Models with significant R-Squared values but high
error values also carry the risk of overgeneralization.

Table 4 presents the performance of the regression models SVR, XGB (XGBoost), and RF (Random Forest)
constructed with the closing value for each feature using BIST 30 index test data. For variables with negative
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R-squared values, error metrics are not included in the table because the regression cannot explain the
relationship. Each triple column under the variable columns presents the metrics of the three algorithms.

Table 4
R² and error metrics of SVR, XGBoost, and random forest models for BIST 30 index test and training data

Data
Type

Metric Number of Tweets SVR
XGB RF

Number of Positives SVR
XGB RF

Number of Negatives
SVR XGB RF

Time Ratio SVR XGB RF

Test R² 0.76 0.76 0.67 0.74 0.75 0.75 0.75 0.73 0.70 0.11, 0.19, 0.56

Test MAE 0.09 0.09 0.10 0.09 0.09 0.09 0.09 0.09 0.10 • ‣ -

Test MSE 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 • ‣ -

Test RMSE 0.11 0.11 0.04 0.11 0.11 0.11 0.11 0.11 0.11 • ‣ -

Training R² 0.66 0.83 0.92 0.64 0.83 0.90 0.65 0.84 0.91 −0.05 0.45 0.79

Training MAE 0.08 0.06 0.03 0.09 0.05 0.04 0.08 0.05 0.04 • 0.10 0.06

Training MSE 0.01 0.005 0.002 0.01 0.005 0.003 0.01 0.004 0.002 • 0.01 0.006

Training RMSE 0.10 0.07 0.13 0.10 0.07 0.05 0.10 0.07 0.05 • 0.13 0.08

By comparing the test and training data of these three models, it is possible to understand whether they
overfit or underlit. A lower R-Squared metric for the test data than for the training data may indicate overfit.
If the training score is excessively lower than the test score, the model may underfit. Table 4 shows that
models trained with XGBoost and Random Forest are at risk of overfitting, whereas models trained with
SVR are at risk of underfitting. On the other hand, for the time ratio variable, SVR produced a consistent R-
Squared score between the training and test datasets, while XGBoost and Random Forest produced results
with different signs.

Table 5 presents the training/test ratios of the R-Squared metrics of the models.

Table 5
R² training/test ratios of models for each variable

Model Number of Tweets Number of Positives Number of Negatives Time Ratio

SVR 0.86 0.86 0.86 0.45

XGBoost 1.09 1.10 1.15 −2.36

Random Forest 1.37 1.20 1.30 −1.41

As shown in Table 5, SVR does not show an overfitting risk for any variable. XGBoost shows a rate of
approximately 10% for the number of tweets and the number of positive tweets, but it increases to 15% for
the number of negative tweets. Rates above 10% indicate that the overfitting limit is exceeded. Random
Forest exhibits overfitting for all variables. In the SVR, both R-Squared metrics for the time ratio variable
are negative, indicating that the model trained with the SVR is consistent for both test and training data.
In XGBoost and Random Forest, the result for this variable is negative, i.e., negative R-Squared for the test
data and positive for the training data, indicating that these models are not consistent with the time ratio.
There is a small risk of underfitting for SVR, but this may not be taken into account, especially when the
dataset is small. The relationships in the data are simple, and all the variables of the model are included.
For this reason, SVR is preferred in the following regression analyses of this study because similar datasets
are used.

When a regression model is constructed with the same variables using the average closings of the BIST
30 components, the values in Table 6 are obtained.
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Table 6
R² and error metrics of the SVR model for BIST 30 components average

Metric Number of Tweets Number of Positives Number of Negatives Time Ratio

R² 0.7007 0.6798 0.6898 −0.0664

p-value < 0.001 < 0.001 < 0.001 > 0.05

MAE 0.0876 0.0887 0.0891 0.1391

MSE 0.0105 0.0104 0.0115 0.0369

RMSE 0.1026 0.1024 0.1075 0.1921

Both tables show that the independent variables (number of positive and negative and all tweets) explain
approximately 70% of the variance in the dependent variables (index close). The time ratio shows a very
poor fit with the model. The MAE, MSE, and RMSE values are also higher than those of the other independent
variables. This means that the error rate was higher than that of the other methods. The relationship
between the number of tweets, the number of positive tweets, and the number of negative tweets with
the closing is p < 0.001, which is 99.9% significant. The time ratio has a p-value >0.05 in both data sets,
significance is less than 95%, and the regression coefficient is likely to be 0. The significance interval of the
p-values was the same for the index data.

When the BIST 30 components are analyzed individually in regression analysis, the model can explain
the relationship between the variables of most of the stocks and the closing. The data from which these
results are obtained are the R-Squared metrics for individual stocks in Table 7. This table displays the R-
Squared values of the effects of the variables for each stock separately.

Table 7
R² metric of the SVR model for individual stocks in the BIST 30 index

Stocks Number of Tweets Number of Positives Number of Negatives Time Ratio

AKBNK 0.3451 0.3699 0.2909 −0.0558

AKSEN 0.5797 0.5721 0.5222 −0.1221

ALARK 0.5025 0.5298 0.4149 −0.0922

ARCLK 0.0909 0.1145 0.0309 −0.1311

ASELS 0.3579 0.3482 0.3366 −0.0254

BIMAS 0.1669 0.2542 0.0866 −0.0228

EKGYO 0.1449 0.1690 0.1032 −0.0060

EREGL 0.2812 0.2883 0.2657 −0.0118

FROTO 0.3233 0.3085 0.3014 −0.0357

GARAN −0.0101 0.0211 −0.0421 −0.0273

GUBRF 0.0486 0.0557 0.0337 0.0025

HEKTS 0.6445 0.6722 0.6051 −0.0200

ISCTR 0.6395 0.6192 0.5966 −0.0740

KCHOL 0.3808 0.3066 0.3907 −0.0478

KOZAA 0.3571 0.3438 0.3248 −0.0263

KOZAL 0.2534 0.2905 0.0221 −0.0130

KRDMD 0.2129 0.1698 0.2398 −0.0515

ODAS 0.4394 0.4691 0.0355 −0.0470
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Stocks Number of Tweets Number of Positives Number of Negatives Time Ratio

PETKM 0.2940 0.2657 0.3111 −0.0449

PGSUS 0.2613 0.2289 0.2062 −0.0244

SAHOL 0.6213 0.5867 0.5745 −0.0547

SASA 0.6422 0.6548 0.6069 −0.0118

SISE 0.5421 0.5426 0.4939 −0.1199

TAVHL 0.0735 0.0540 0.0605 −0.0820

TCELL 0.2259 0.2365 0.1648 0.0049

THYAO 0.4071 0.3893 0.4081 −0.0677

TKFEN 0.2644 0.1999 0.2787 −0.0253

TOASO 0.1129 0.1370 0.0780 −0.0232

TUPRS 0.2920 0.2569 0.2873 −0.0715

YKBNK 0.5341 0.5064 0.4941 −0.0652

Average 0.3461 0.3322 0.2841 −0.464

It is observed that the model fails to explain significantly the ARCLK, GARAN, GUBRF, and TAVHL stocks
because one of them is negative and the other three are less than 0.1 R-Squared values. For 11 stocks, the
R-Squared value was below average for all stocks. The remaining 15 stocks were above average, and AKSEN,
ALARK, HEKTS, ISCTR, SAHOL, SASA, SISE, YKBNK is above 50%. When stocks with insignificant R-Squared
values are excluded, the R-Squared value of positive tweets is higher in 20 of 26 stocks. This represents
approximately 76% of all significant stocks. The model performs better with negatives than positives for
KCHOL, KRDMD, PETKM, TAHVL, TKFEN, and TUPRS. The model fails to explain the relationship between
the time ratio and closings. For all stocks with a positive R-Squared value, there is p < 0.001, i.e., 99.9%
significance between the number of all tweets, positive and negative tweets, and their closings. The time
ratio has a significance of p > 0.05, i.e., less than 95% for all stocks.

Forecasting Models

Forecasting studies using stock market data are common. The forecasting activity aims to develop models
to predict future values using only time-series data. ARIMA is a widely used approach for forecasting time-
series data, and LSTM has also become widely used with developments in deep learning. Table 8 presents
the test metrics of these two models on the BIST 30 index data.

Table 8
Test metrics of the ARIMA and LSTM models for forecasting study of BIST 30 index data

Metric ARIMA LSTM

R-Squared −2.33 0.63

MAE 1337.39 436.94

MSE 2.55 x 10⁶ 249 x 10³

RMSE 173.74 499.77

According to this table, it is clear that LSTM outperforms ARIMA in forecasting the BIST 30 index data.
ARIMA assumes that the variance of the temporal data should be almost constant, and the graph in Figure 5
shows that the index data are not of this character, i.e., they are not stationary data (Namin & Namin, 2018).
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The similarity in index and stock movements in Figures 5 and 6 show that forecasting models have similar
metrics.

The R-Squared value of 0.63 for LSTM in Table 3 is very close to 0.71 for the number of tweets in Table 4.
However, the error rates of the forecasting models were significantly higher than those of the regression
models. This show that the relationship between the number of tweets and closing values is more significant
than the relationship among the time-stamped closing values.

Discussion and Conclusion
This study investigates the impact of people’s activities reflected on social media on the market by ana-

lyzing digital data using known machine learning techniques. All regression analyses revealed a significant
relationship between positive and negative tweet counts and closing data. Tweet counts are an important
indicator of social media activity. In this study, a significant relationship was observed between the number
of tweets and the closing of the index and individual and consolidated stocks. In the analysis of index and
consolidated stocks, there is not much difference between the effect of positive and negative tweets. In
regression analysis, positive tweets fit the regression models more than negative tweets in individual stock
analyses. This study demonstrates that stock prices and indexes can be predicted using social media activity
by building a machine learning model. Activities categorized into two groups according to sentiment polarity
can also be explanatory, although relatively less so.

These findings show that social media activity, which is a reflection of human psychology today, can
provide an important study area for behavioral finance research. It is clear that the proposed method will
make great contributions to the quantification of human behavior, which is an important challenge in social
science research. In terms of the efficient market hypothesis, social media constitutes an important area
of information diffusion. These and similar studies will enable modeling the possible effects of this field
before it reaches people.

Practical Contributions

Individual investors, financial institutions, and portfolio managers use tools such as technical and
fundamental analysis to evaluate stocks. Technical analysis focuses on price changes over time using
statistical algorithms, whereas fundamental analysis relies on quarterly balance sheet data. Both methods
often overlook organic data, such as news and psychology, which influence investor behavior. Technical
analysis is typically used for short-term trading, whereas fundamental analysis is used for long-term
strategies. Professional portfolio managers use tools that combine both analyses. This study reveals that
these traditional techniques of modeling investor behavior and sentiment improve and strengthen stock
analysis

The findings show the impact of public opinion on social media on stock prices and indices, indicating
that the proposed approach can be integrated into existing tools as a software solution. Decision support
systems that use short-term technical analysis can also be fed into decision support systems that use short-
term technical analysis to measure investor sentiment in a continuous news feed and social networks. On
the other hand, the metrics of these models can be added to tools that recommend long-term investment
decisions based on parameter ratios in balance sheet data.

Sentiment analysis for financial forecasting requires significant computational resources and real-time
data processing. High-frequency trading demands sophisticated AI systems; however, simpler models can
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be used for long-term investments. Sentiment analysis can complement traditional fundamental analysis
by providing insights into market and company perceptions. This combined approach can help investors
make more informed decisions.

Theoretical Contributions

In this study, a transformer model based on deep learning was employed to obtain the sentiment scores.
Transformers are architectures that are successful in modeling sequential inputs that have relationships
with each other, like natural language. Deep learning matures later in natural language processing than
in fields such as image processing. Prior to transformers, different approaches, such as long short-term
memory (LSTM) and recurrent neural networks (RNN), were also proposed. A study using moving average,
linear regression, autoregressive integrated moving average (ARIMA), and LSTM in stock forecasting with
sentiment analysis compared the performances of the methods. LSTM, a deep learning approach, performed
better than other techniques (Shubham et al., 2024). Another study examining pre-transformers deep
learning models on the example of sentiment analysis and stock market forecasting also revealed that
LSTM performed better than other models (Pattanayak et al., 2024). The ability of LSTM in forecasting is also
observed in this study. While LSTM models have proven effective for forecasting, they have been widely
superseded by transformers in the field of language processing.

The shortcomings of LSTM in modeling longer natural language texts can be overcome using the proposed
transformer. The technical architecture of the model was revealed in 2017 (Vaswani et al., 2017); thus, it has
been used as a method in fewer studies than other techniques. In this study, a transformer model called
Bidirectional Encoder Representations from Transformers (BERT) was used. In a study using BERT for stock
sentiment analysis, message data received from an investor platform were labeled as bearish or bullish,
and the BERT model was tuned. Unlike this study, the model, which aims to classify messages rather than
stock predictions, performed quite well (Lee et al., 2020).

This study investigates the impact of people’s activities reflected on social media on the market by
analyzing digital data using known machine learning techniques. The model in which the number of tweets
representing social media activity is used as a feature can explain prices and closings clearly. A study
examining whether social media or conventional media is more effective on companies found a stronger
relationship between sentiment data and company returns and risks (Yu et al., 2013).

The number of tweets with positive and negative sentiments did not show significantly different perfor-
mance in explaining the average closing prices of indices and stocks. However, when individual stocks were
examined, it was found that the number of tweets with positive sentiment was able to explain price increases
better than those with negative sentiment in most the tweets. A study examining the relationship between
the frequency of words expressing happiness, fear, sadness, and excitement in tweet data and the closing
prices of the Dow Jones, S&P 500, and NASDAQ indices found that, similarly, the index rose on days following
days with a higher prevalence of positive sentiment expressions compared to days with a higher prevalence
of negative sentiment expressions, specifically for the Dow Jones index (Zhang et al., 2011).

It performed slightly better at explaining the average number of negative tweets for the general index and
stocks. In a study that studied the sentiment data of articles, the better performance of negative polarity was
evaluated as an indicator that negative emotions may have a more dominant effect (Schumaker et al., 2012).
However, in this study, the difference between the performances of the two polarities was not significant.
Another study examining the impact of news feeds on stock prices using sentiment analysis concluded that
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although sentiment analysis increases prediction accuracy, models that rely on polarity-based forecasting,
scored as positive and negative, do not perform well (Li et al., 2014).

In this study, social media activity represented by the number of tweets was found to be a more effective
factor than sentiment scores. A study that predicts NASDAQ stocks by obtaining sentiment scores using deep
learning on tweet data has revealed that although positive sentiment is an important factor in explaining a
price, it cannot be generalized to all stocks. It has been explained that having more news flow about some
stocks results in more social media activity, and activity moves in parallel with positive sentiment (Guo &
Xie, 2024).

Limitations and Suggestions

The process of calculating the sentiment analysis scores, which is the core task in the methodology of
this study, is the most challenging phase due to the need for both high computational power and high-
noise data processing. In order to obtain the sentiment scores, several tweets were captured, cleaned, and
scores were calculated. The preprocessing of tweets is a challenging and difficult process, which causes the
data to always have noise. It is not an easy task to extract numerical data from a structure as complex as
natural language, where even punctuation marks have a meaningful effect. The main data on which this
study is based are sentiment score data, and it is not possible to analyze hundreds of thousands of tweets
individually. At this point, although tested, the artificial intelligence model that produces the sentiment
score was relied upon.

Artificial intelligence is inherently a black box, and it is impossible to reverse engineer what it decides
and why. Although regression analyses using less data have more explicit mathematical backgrounds, deep
learning-based language models use billions of parameters and the networks undergo many weighting
operations during learning. The manner in which the model generates the sentiment scoring value depends
entirely on the quality and quantity of data used by the model. Re-tuning the model with very different
data sets and comparing the performance between model versions requires specialized computer systems
for artificial intelligence. Since it is not possible to determine how the model makes decisions, tuning the
model is a way to obtain more successful models. Today, this topic remains a challenge in all research on
deep learning. Enhanced results can be obtained by fine-tuning models for stock sentiment analysis using
greater computational resources and advanced technical expertise.

The fact that stocks and the index move with very similar trends and volatility is low may have caused
the study not to obtain more significant results between sentiment and closings. A significant relationship
similar to the one between tweet activity and closings did not reveal the effect of positive or negative
sentiment in a continuously rising market. This shows that in future AI-supported finance studies, in addition
to solving the technical constraints mentioned above, taking macro- and even micro-economic factors into
account may reveal more significant relationships. Studies using data lakes that combine investor sentiment
with other economic and financial data may produce more accurate results.

In this study, the model failed to produce significant results in terms of predicting price using the duration
between tweeting and closing times. Working with more granular price data in the form of a time series
rather than a single price may provide more significant results.
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