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Abstract: Diabetes mellitus is a significant global health concern that profoundly affects individuals' lives and imposes a considerable 

burden on healthcare systems. Enhanced predictive capabilities can lead to timely interventions, ultimately improving patient outcomes 

and alleviating the strain on healthcare resources. Thus, accurate and timely prediction of diabetes mellitus is crucial for reducing 

mortality rates and minimizing complications within healthcare frameworks. This study addresses the correlation between type 2 

diabetes mellitus (T2DM) and key attributes that differentiate diabetic from non-diabetic cases, utilizing various machine learning-based 

classification methods. For this reason, this work employed a large, open-source dataset obtained from Kaggle. To my knowledge, this is 

the first study utilizing such a dataset that specifically focuses on predicting T2DM in patients aged 35 years or older, according to the 

American Diabetes Association (ADA). To identify key features associated with T2DM for use as input to each supervised classifier, the 

Minimum Redundancy Maximum Relevance (mRMR) feature selection algorithm was applied to the dataset. In this analysis, the 

performance of each supervised classifier with feature selection was evaluated and compared using various metrics, including accuracy, 

sensitivity, specificity, precision (positive predictive value, PPV), negative predictive value (NPV), F1 score, and the area under the 

receiver operating characteristic curve (AUROC). The results of the analysis reveal that an ensemble method employing boosted trees 

(EBT) classifier surpasses the other models, recording the highest macro-average values for accuracy (95.9%), PPV (97.7%), NPV 

(97.7%), and F1 score (89.7%), along with the superior area under the curve (AUC) of 95.57% for both diabetes and non-diabetes cases. 

The study suggests that machine learning classifiers can serve as a reliable tool for the precise prediction of T2DM, thereby enhancing 

clinical decision-making processes for healthcare practitioners.  
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1. Introduction 
Diabetes mellitus is a major health challenge that 

significantly affects individuals on a global scale (Lin et al., 

2020). Diabetes mellitus is a chronic condition marked by 

elevated blood glucose levels, referred to as 

hyperglycemia. It occurs when the body either produces 

insufficient insulin, a hormone secreted by the pancreas, 

or is unable to utilize the insulin effectively (WHO, 2024). 

Over time, diabetes significantly increases the risk of 

damage to the eyes, kidneys, nerves, and heart, potentially 

leading to severe complications such as blindness, heart 

disease, stroke, and kidney failure (Zhou et al., 2023). The 

International Diabetes Federation (IDF) reports that 

approximately 537 million individuals globally are 

affected by diabetes mellitus in 2021, with projections 

indicating an increase to 643 million by 2030 and 783 

million by 2045 (IDF, 2021). Diabetes mellitus can be 

broadly classified into three types: Type 1 diabetes 

mellitus (T1DM), Type 2 diabetes mellitus (T2DM), and 

gestational diabetes mellitus (GDM) (Rastogi and Bansal, 

2023). T1DM, a complex autoimmune disorder 

characterized by the destruction of insulin-producing 

pancreatic β cells, is most commonly diagnosed in 

children (Cano-Cano et al., 2022; Costa-Cordella et al., 

2021). In contrast, T2DM, also known as insulin-

independent diabetes, arises due to insulin resistance or 

insufficient insulin production and is predominantly 

diagnosed in middle-aged and older adults (Ma et al., 

2022; Varma et al., 2014; Carrillo-Larco et al., 2024). GDM, 

the third major form of diabetes, typically develops during 

pregnancy (Fazakis et al., 2021). Although each type of 

diabetes impacts individual health and places a significant 

burden on healthcare systems worldwide, over 90% of all 

diabetes cases are attributed to T2DM, making it the most 

prevalent form of the disease globally (Borse et al., 2021; 

Laakso and Kuusisto, 2014). According to the World 

Health Organization (WHO), the global prevalence of 

diabetes is projected to rise substantially, leading to an 

increase in mortality rates worldwide (WHO, 2024). Thus, 

early detection and effective management of diabetes are 
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essential not only for improving individual health 

outcomes but also for mitigating complications and 

reducing the burden on healthcare systems. Recently, 

machine learning (ML) algorithms have gained significant 

popularity, particularly in engineering and science, and 

are now employed in a wide range of applications, 

including medical diagnostics, computer vision, predictive 

analytics in environmental science, and image recognition, 

among others. ML is a subset of artificial intelligence (AI) 

that facilitates the training of computers to make precise 

predictions based on provided input data (Janiesch et al., 

2021; Jordan and Mitchell, 2015; Kurt, 2024). In recent 

years, significant efforts have focused on ML techniques to 

predict diabetes mellitus, offering advantages over 

conventional diagnostic methods. Rastogi and Bansal 

(2023) proposed data mining techniques to predict 

diabetes based on dataset collected from Kaggle. The 

authors employed four data mining techniques, namely 

Random Forest (RF), Support Vector Machine (SVM), 

Logistic Regression (LR), and Naive Bayes (NB), and 

compared their performance using accuracy and 

sensitivity. Their findings showed that the highest 

accuracy of 82.46% was achieved with LR compared to the 

other models. Febrian et al. (2023) conducted a study to 

predict diabetes using two ML models, namely k-nearest 

neighbors (KNN) and NB, based on the Pima Indians 

Diabetes dataset obtained from Kaggle. Their study 

indicated that NB outperforms KNN, with an average 

accuracy of 76.07%, an average precision of 73.37%, and 

an average recall of 71.37%. Tasin et al. (2022) conducted 

a comparative analysis of various ML models for 

predicting diabetes, using the open-source Pima Indians 

dataset and a private dataset of female Bangladeshi 

patients. In their study, they also utilized SMOTE and 

ADASYN preprocessing techniques to handle the issue of 

imbalanced class problems. Their results demonstrated 

that the Extreme Gradient Boosting (XGBoost) classifier 

achieved the best performance with 81% accuracy and an 

F1 score and the area under the curve (AUC) of 0.81 and 

0.84, respectively, with the ADASYN approach. 

Additionally, Tigga and Garg (2020) implemented six ML 

models and compared their results to obtain a suitable 

model for predicting T2DM using a dataset collected 

through both online and offline questionnaires. The same 

algorithms were also applied to the Pima Indian Diabetes 

dataset. Their experimental results indicated that the 

accuracy of the RF model is 94.10%, the highest among the 

other models. Similarly, Talukder et al. (2024) utilized 

several datasets obtained from publicly available sources. 

They utilized a range of ML models to predict diabetes 

mellitus using four different datasets. The performance 

analysis revealed that, among all ML algorithms, RF 

outperforms existing methods with accuracy rates of 86% 

and 98.48% for Dataset 1 and Dataset 2, respectively, 

while XGBoost and Decision Tree (DT) algorithms achieve 

accuracy rates of 99.27% and 100% for Dataset 3 and 

Dataset 4, respectively. In addition, Modak and Jha (2024) 

estimated diabetes using the Diabetic2 dataset collected 

from Kaggle by employing various ML models. They 

demonstrated that CatBoost stands out as the most 

effective model, achieving an impressive accuracy rate of 

95.4%, surpassing XGBoost's accuracy of 94.3%. 

Futhermore, CatBoost's superior AUC-ROC score of 0.99 

further underscores its potential advantage over XGBoost, 

which attained an AUC-ROC score of 0.98. Bhat et al. 

(2023) developed three ML-based classification 

algorithms: LR, Gradient Boosting (GB), and DT, combined 

with a feature selection method, to forecast different types 

of diabetes using the Pima Indian Diabetes Dataset. They 

obtained the highest accuracy rate (91 %), precision (96 

%), recall (92 %), and F1 score (94 %) using DT. Similarly, 

Zhou et al. (2023) conducted a study to predict diabetes 

utilizing Boruta feature selection and ensemble learning 

with the Pima Indian Diabetes Dataset. The obtained 

results showed that the model achieves an accuracy rate 

of 98% and demonstrates strong performance. While 

these studies offer significant contributions to the 

prediction of diabetes mellitus, they mainly focused on the 

Pima Indians dataset, either in isolation or in combination 

with other datasets. Therefore, the desire to enhance the 

accuracy of ML-based predictions of diabetes necessitates 

a detailed study based on a different dataset. This paper 

reports a comprehensive study on classification-based 

prediction of diabetes mellitus using various ML models 

applied to a multi-feature diabetes prediction dataset 

obtained from Kaggle. To attain this target, the study 

utilizes a range of ML models, including linear 

discriminant analysis (LDA), LR, Gaussian NB, fine 

Gaussian SVM, Fine KNN, and an ensemble method 

employing boosted trees (EBT). The choice of these 

models for diabetes prediction was guided by their 

strengths and appropriateness for the task. Furthermore, 

Minimum Redundancy Maximum Relevance (mRMR) 

feature selection method was utilized to identify key 

determinants associated with diabetes mellitus by 

analyzing medical history and demographic information. 

The results of the study reveal that EBT classifier stands 

out as the most reliable model among the other models for 

predicting diabetes based on the performance evaluation 

criteria. The findings suggest that the proposed models 

enhance the understanding of diabetes classification 

within the scientific community and may assist medical 

professionals in diabetes treatment and decision-making 

processes. To the best of my knowledge, this is the first 

study to conduct a detailed analysis using this specific 

dataset to predict T2DM in patients aged 35 years or older, 

as defined by the American Diabetes Association (ADA, 

2021). This dataset, which has not been previously 

explored in the context of T2DM prediction for this age 

group, offers unique demographic, clinical, and possibly 

lifestyle-related variables that distinguish it from 

commonly used datasets in diabetes research. Unlike prior 

studies that rely on more generalized or widely available 

datasets, this research leverages a novel data source that 

enables a more precise and tailored predictive modeling 

approach. By doing so, it contributes to the existing 
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literature by filling a critical gap in age-specific diabetes 

risk assessment, potentially leading to improved early 

detection and personalized intervention strategies. The 

structure of this paper is as follows: The introduction 

outlines the objectives of the study and includes a review 

of relevant literature. Section 2 presents an overview of 

the methods employed for preparing the dataset for ML 

models. Section 3 discusses the results of the analysis, 

which are further elaborated in Section 4 through a 

comprehensive discussion. Finally, the conclusion and 

potential future directions are outlined in Section 5. 

 

2. Materials and Methods 
2.1. Data Description 
The present study utilized an open-source dataset, 

referred to as the "diabetes prediction dataset", which was 

collected from Kaggle (Kaggle, 2024). The dataset 

comprises 8 features that are associated with diabetes, 

which serves as the target variable for analysis. These 

features (gender, age, hypertension, heart disease, 

smoking history, body mass index, HbA1c level, blood 

glucose level) include various clinical and demographic 

attributes that may influence the prediction of diabetes 

outcomes. The target variable in this study is the diabetes 

status of patients, classified as either positive (indicating 

the presence of diabetes) or negative (indicating the 

absence of diabetes). This study employed binary 

classification, designating the outcome variable as '0' for 

non-diabetic patients and '1' for diabetic patients, with 

diabetes status serving as the primary outcome variable. 

Descriptions of all variables included in the analysis is 

presented in Table 1. Since T2DM accounts for over 90% 

of all diabetes cases (Borse et al., 2021; Laakso and 

Kuusisto, 2014), the primary focus of the current study is 

based on data related to T2DM. According to the American 

Diabetes Association (ADA), the recommended age of 

annual diabetes screening tests for T2DM has decreased 

to as young as 35 years (ADA, 2021). For this reason, this 

study only considers patients who are 35 years of age or 

older. The statistical values of all numerical features, as 

well as the distributions of all categorical and nominal 

features, including the target variable, are presented in 

Table 2 and Table 3, respectively. 

 

Table 1. Descriptions of all variables including numerical, categorical, and nominal 

Variable Name Type Description 

Gender Categorical Gender of the individual (0 = Female, 1 = Male) 

Age Continuous Age of the individual in years 

Hypertension Categorical Presence of hypertension (0 = No, 1 = Yes) 

Heart Disease Categorical Presence of heart disease (0 = No, 1 = Yes) 

Smoking History Never Nominal Smoking history - Never smoked (0 = No, 1 = Yes) 

Smoking History Former Nominal Smoking history - Former smoker (0 = No, 1 = Yes) 

Smoking History Not Current Nominal Smoking history - Not current smoker (0 = No, 1 = Yes) 

Smoking History Current Nominal Smoking history - Current smoker (0 = No, 1 = Yes) 

Smoking History Ever Nominal Smoking history - Ever smoked (0 = No, 1 = Yes) 

Smoking History No Info Nominal Smoking history - No information (0 = No, 1 = Yes) 

BMI Continuous Body Mass Index 

HbA1c Level Continuous 
Level of HbA1c - hemoglobin A1c test (a marker for diabetes 

management) 

Blood Glucose Level Continuous Blood glucose level measured in mg/dL 

Diabetes Categorical Presence of diabetes (0 = No, 1 = Yes) 

 

Table 2. Summary statistics of all numerical features 

Variable 
Name 

Minimum Maximum Mean Median Mode 
Standard 
Deviation 

Age 35 80 56.873 56 80 13.547 

BMI 10.01 91.82 29.025 27.32 27.32 6.042 

HbA1c Level 3.5 9 5.598 5.8 5.7 1.114 

Blood Glucose 
Level 

80 300 140.966 145 130 43.671 
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Table 3. Distribution of all categorical and nominal 

features including target variable 
 

Variable name 
Count 0 (Non 

diabetes) 
Count 1 

(Diabetes) 

Gender 36180 25053 

Hypertension 54007 7226 

Heart Disease 57315 3918 

Smoking History 
Never 

38532 22701 

Smoking History 
Former 

53034 8199 

Smoking History 
Not Current 

56685 4548 

Smoking History 
Current 

54875 6358 

Smoking History 
Ever 

58215 3018 

Smoking History 
No Info 

44824 16409 

Diabetes 53172 8061 

 
2.2. Data Preprocessing 

Data preprocessing is a crucial step for preparing the 

dataset in an appropriate format prior to its use as input 

for ML classifiers. Data preprocessing was conducted 

using MATLAB R2022b. The flowchart illustrating the 

proposed methodology for diabetes mellitus prediction is 

presented in Figure 1. A subset of the dataset was 

generated by extracting specific data related to T2DM 

from the original dataset. As most ML algorithms are 

designed to work with numerical data, categorical data, 

such as gender, were converted into binary numerical 

format using label encoding, while smoking history was 

converted into binary numerical format using one-hot 

encoding. Since hypertension, heart disease, and diabetes 

are already labeled as binary numbers in the original 

dataset, no conversion was performed for those variables. 

In order to ensure that all features are on the same scale, 

continuous numerical features (age, body mass index, 

HbA1c level, blood glucose level) were normalized to a 

range between 0 and 1 using min-max scaling, as 

expressed by the following formula (equation 1): 
 

𝑥𝑛𝑜𝑟𝑚 =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
                                                               (1) 

 

where xnorm is the normalized value, x represents the 

original value in the dataset, and xmin and xmax represent 

the minimum and maximum values in the dataset, 

respectively. 

 

 

 
 

Figure 1. Flow chat of the proposed methodology for 

type 2 diabetes mellitus prediction. 

 

To train and evaluate the performance of all ML models for 

diabetes prediction, the dataset was split into training and 

testing sets with an 80:20 ratio. To prevent the risk of 

overfitting, all ML classifiers were trained using 5-fold 

cross-validation, and their performance was evaluated on 

a separate test dataset. Additionally, a feature selection 

method was employed to identify key attributes most 

relevant to diabetes mellitus within the dataset. The 

mRMR feature selection method, which effectively 

handles both numerical and categorical variables, was 

selected to extract a subset of features from the dataset. 

The selection of the mRMR feature selection method for 

the dataset with mixed data types is justified by several 

key factors. Primarily, mRMR's ability to handle both 

continuous and categorical variables through mutual 

information computation makes it particularly suitable 

for such diverse dataset. The method's dual optimization 

approach, which maximizes feature relevance while 

minimizing redundancy, ensures a more informative and 

diverse feature subset, potentially enhancing model 

performance and interpretability. Additionally, mRMR's 

computational efficiency and scalability to larger datasets 

make it a practical choice for high-dimensional data 

analysis. Its model-agnostic nature allows for flexibility in 

subsequent modeling approaches, enabling 

experimentation with various algorithms. Furthermore, 

mRMR has demonstrated effectiveness across multiple 

domains, including bioinformatics, finance, and 

healthcare, lending empirical support to its reliability in 

selecting features that significantly contribute to 

predictive accuracy. In comparison to alternative methods 

such as filter methods (e.g., chi-square, ANOVA), wrapper 

methods (e.g., forward selection), and embedded methods 

(e.g., LASSO), mRMR offers a balanced approach that 

avoids the pitfalls of independent feature evaluation, 

computational expense, overfitting, and model-specificity. 

Given these considerations, mRMR presents the optimal 

balance of theoretical rigor and practical utility for this 
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study, aligning well with the characteristics of the dataset 

and the requirements of this analysis. The mRMR can be 

mathematically represented as (equation 2): 
 

𝑅(𝑥𝑖 , 𝑐) = 𝐼(𝑥𝑖; 𝑐)                                                                       (2) 
 

where R represents relevance, xi is a feature, c is the target 

variable, and I(xi;c) denotes the mutual information 

between feature xi and the target variable c (equation 3). 
 

𝑅(𝑆) =
1

|𝑆|2 ∑ 𝐼(𝑥𝑖; 𝑥𝑗)

𝑥𝑖,𝑥𝑗∈𝑆

                                                     (3) 

 

where R represents redundancy among selected features, 

S is the set of selected features, and I(xi;xj) is the mutual 

information between xi and xj.  

By combining relevance and redundancy, the mRMR 

becomes as follows (equation4): 
 

𝑚𝑅𝑀𝑅(𝑥𝑖) = 𝑅(𝑥𝑖 , 𝑐) − 𝑅(𝑆)                                                (4) 
 

Figure 2 presents the normalized importance scores of 

individual features as determined by the mRMR feature 

selection method. In the feature selection process, a 

moderate threshold value of 0.12 was selected based on 

the distribution of normalized importance scores across 

all features, as shown in Figure 2. This threshold was 

determined through iterative testing across multiple 

supervised classifiers, where cross-validation 

experiments with varying threshold values indicated that 

0.12 achieved an optimal balance between model 

complexity and predictive performance. This threshold 

retained the top five features while excluding those with 

minimal contribution to model accuracy. The five 

significant diabetes-related features identified through 

the mRMR method are blood glucose level, smoking 

history ever, hypertension, HbA1c level, and gender, as 

shown in Table 4. 
 

 
 

Figure 2. Normalized importance scores of individual 
features based on mRMR feature selection algorithm. 
 

 

 

 

Table 4. Normalized importance scores of features based 

on mRMR feature selection algorithm.  
 

Feature Name Importance Scores 

Blood Glucose Level 1 

Smoking History Ever 0.559 

Hypertension 0.180 

HbA1c Level 0.163 

Gender 0.127 

 

2.3. Supervised Classifiers 

The present study utilized a variety of ML-based 

classification models for the prediction of diabetes 

mellitus. The classifiers used in this study include the 

following: LDA, LR, Gaussian NB, Fine Gaussian SVM, Fine 

KNN, and EBT. A brief description of each model used for 

predicting diabetes mellitus is provided below. 

2.3.1. Linear discriminant analysis 

Linear Discriminant Analysis (LDA) is a method used for 

classification, which seeks to derive a linear combination 

of input features that effectively differentiate between 

distinct classes. It works by increasing the separation 

between the class means and reducing the within-class 

variance, resulting in a decision boundary that optimizes 

class distinction (Zhao et al., 2024). 

2.3.2. Logistic regression 

Logistic regression (LR) is a statistical technique 

employed for binary classification, which models the 

relationship between a dependent variable and one or 

more independent variables by estimating probabilities. It 

utilizes the logistic function to map linear combinations of 

the input features to values between 0 and 1, representing 

the likelihood of the target class. Due to its simplicity, 

interpretability, and effectiveness, logistic regression is 

widely applied in fields such as medical diagnosis and 

credit scoring (Anderson et al., 2003). 

2.3.3. Naive Bayes 

The Naive Bayes (NB) classifier is a basic probabilistic 

algorithm in machine learning based on Bayes' theorem. 

Its key feature is the assumption that the features are 

independent of each other when given the target class. By 

calculating posterior probabilities using prior class 

information and feature likelihoods, the algorithm 

efficiently classifies new instances. This approach allows 

it to perform well in various classification tasks, especially 

in high-dimensional situations where speed is important 

(Ren et al., 2009). 

2.3.4. Support vector machine 

The Support Vector Machine (SVM) methodology 

identifies optimal decision boundaries in 

multidimensional spaces by leveraging geometric 

principles to maximize class separation. The algorithm's 

fundamental idea is margin maximization, in which it finds 
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a hyperplane that keeps the greatest distance between the 

closest training data points of various classes. By 

projecting data into higher-dimensional spaces through 

kernel transformations, SVM goes beyond linear 

classification and makes it possible to solve intricate, non-

linearly separable classification problems while 

preserving computational efficiency (Chandra and Bedi, 

2018). 

2.3.5. K-nearest neighbor 

The k-nearest neighbor (KNN) classifier is a 

straightforward and effective supervised machine 

learning algorithm widely applied to classification tasks. It 

predicts the class of a data point by analyzing the majority 

class among its closest neighbors, identified using 

distance metrics such as Euclidean or Manhattan distance 

(Hidayati and Hermawan, 2021). 

2.3.6. Ensemble classifier 

ML models known as ensemble classifiers (EC) combine 

several separate models to improve classification 

performance and accuracy. Compared to utilizing a single 

model, combining the strengths of several models yields 

better outcomes, increased reliability, and improved 

generalization. Boosting, stacking, and bagging are 

common ensemble approaches that each have a distinct 

function in prediction (Mohapatra et al., 2023). The 

hyperparameters of each implemented algorithm are 

presented in Table 5. 

 

Table 5. Description of hyperparameters used for the implemented machine learning models 

Supervised Classifiers Hyperparameters Parameter Values/description 

LDA (Linear Discriminant Analysis) 

Discriminant Type Linear 

Covariance Structure Full 

Gamma 0 (No Regularization) 

Fill Coefficients Off 

LR (Logistic Regression) 

Model Type Logistic Regression 

Distribution Binomial 

Link Function Logit 

Loss Function Logarithmic Loss 

NB (Gaussian Naive Bayes) 

Distribution Name for Numeric Predictors Gaussian 

Distribution Name for Categorical 

Predictors 
mvmn (Multinomial) 

SVM (Fine Gaussian Support Vector 
Machine) 

Kernel Function Gaussian 

Box Constraint Level 1 

Kernel Scale 0.56 

Multiclass Method One-vs-One 

Standardize Data No 

KNN (Fine K Nearest Neighbor) 

Number of Neighbors (K) 1 

Distance Metric Euclidean 

Distance Weight Equal 

Standardize Data No 

EBT (Ensemble Boosted Trees) 

Ensemble Method AdaBoost 

Learner Type Decision Tree 

Maximum Number of Splits 20 

Number of Trees (Learners) 30 

Learning Rate 0.1 

 Number of Predictors to Sample Select All 
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3. Results 
In this section, the results obtained from various ML-

based classifiers are presented in detail. The quantitative 

assessment of classification models is conducted through 

the systematic analysis of performance metrics computed 

from the confusion matrix. The performance of those 

models with feature selection is evaluated using the 

following metrics: accuracy, sensitivity (recall or true 

positive rate, TPR), specificity (selectivity or true negative 

rate, TNR), precision (positive predictive value, PPV), 

negative predictive value (NPV), F1 score, and the area 

under the receiver operating characteristic curve 

(AUROC). These evaluation metrics are computed by the 

following equations (5-10): 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
                                       (5) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦(𝑅𝑒𝑐𝑎𝑙𝑙) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                          (6) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦(𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦) =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
                                 (7) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃𝑃𝑉) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                  (8) 

 

𝑁𝑃𝑉 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑁
                                                                       (9) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 × 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                                 (10) 

 

Table 6, Table 7, and Table 8 present the confusion 

matrices, evaluation metrics, and macro-average metrics 

for each classifier, respectively. The receiver operating 

characteristic (ROC) curves for all classifiers are 

illustrated in Figure 3. The macro-average evaluation 

metrics of each classifier are visually presented in Figure 

4, with colored bar graphs showing accuracy, sensitivity, 

specificity, PPV, NPV, and F1 score for T2DM prediction. 
 

 
 

Figure 3. ROC curves for each supervised classifier with 
mRMR feature selection algorithm. 
 

 
 

Figure 4. Macro-average evaluation metrics for each 

supervised classifier with mRMR feature selection 

algorithm 

 

Table 6. Confusion matrices of each supervised classifier based on mRMR feature selection algorithm 

Supervised Classifiers 
Confusion Matrix 

Classes Non Diabetes Diabetes 

LDA (Linear Discriminant Analysis) 
Non Diabetes 10516 118 

Diabetes 692 920 

LR (Logistic Regression) 
Non Diabetes 10487 147 

Diabetes 624 988 

NB (Gaussian Naive Bayes) 
Non Diabetes 10269 365 

Diabetes 618 994 

SVM (Fine Gaussian Support Vector Machine) 
Non Diabetes 10623 11 

Diabetes 683 929 

KNN (Fine K Nearest Neighbor) 
Non Diabetes 10354 280 

Diabetes 449 1163 

EBT (Ensemble Boosted Tree) 
Non Diabetes 10633 1 

Diabetes 499 1113 

 

 

 



Black Sea Journal of Engineering and Science 

BSJ Eng Sci / Onur KURT 882 
 

Table 7. Evaluation metrics of each supervised classifier based on mRMR feature selection algorithm 

Supervised Classifiers 
Evaluation Metrics for Each Class 

Types Accuracy Sensitivity Specificity PPV NPV 
F1 

Score 

LDA (Linear Discriminant Analysis) 
Non 

Diabetes 
0.934 0.989 0.571 0.938 0.886 0.963 

Diabetes 0.934 0.571 0.989 0.886 0.938 0.694 

LR (Logistic Regression) 
Non 

Diabetes 
0.937 0.986 0.613 0.944 0.870 0.965 

Diabetes 0.937 0.613 0.986 0.870 0.944 0.719 

NB (Gaussian Naive Bayes) 
Non 

Diabetes 
0.920 0.966 0.617 0.943 0.731 0.954 

Diabetes 0.920 0.617 0.966 0.731 0.943 0.669 

SVM (Fine Gaussian Support Vector 
Machine) 

Non 
Diabetes 

0.943 0.999 0.576 0.940 0.988 0.968 

Diabetes 0.943 0.576 0.999 0.988 0.940 0.728 

KNN (Fine K Nearest Neighbor) 
Non 

Diabetes 
0.940 0.974 0.721 0.958 0.806 0.966 

Diabetes 0.940 0.721 0.974 0.806 0.958 0.761 

EBT (Ensemble Boosted Tree) 

Non 
Diabetes 

0.959 1 0.690 0.955 0.999 0.977 

Diabetes 0.959 0.690 1 0.999 0.955 0.817 

 

Table 8. Macro-average evaluation metrics for each supervised classifier with mRMR feature selection algorithm (The 

best outcomes are highlighted in bold) 
 

Supervised Classifiers 

Macro-Average Metrics 

Accuracy Sensitivity Specificity PPV NPV F1 Score 

LDA (Linear Discriminant 
Analysis) 

0.934 0.780 0.780 0.912 0.912 0.829 

LR (Logistic Regression) 0.937 0.800 0.800 0.907 0.907 0.842 

NB (Gaussian Naive Bayes) 0.920 0.792 0.792 0.837 0.837 0.812 

SVM (Fine Gaussian Support 
Vector Machine) 

0.943 0.788 0.788 0.964 0.964 0.848 

KNN (Fine K Nearest Neighbor) 0.940 0.848 0.848 0.882 0.882 0.864 

EBT (Ensemble Boosted Tree) 0.959 0.845 0.845 0.977 0.977 0.897 

 

4. Discussion 
Feature selection, while minimally impacting overall 

performance metrics compared to the case without 

feature selection (see supplementary material), plays a 

vital role in machine learning, especially in medical 

applications. It enhances model interpretability by 

reducing predictors, allowing healthcare professionals to 

better understand and trust models based on a smaller, 

more meaningful feature subset. This approach also 

improves computational efficiency, enabling faster, more 

scalable models for real-time decision-making. Moreover, 

feature selection can lead to cost savings in data gathering 

and processing for real-world applications. Given these 

benefits, this section primarily focuses on a comparative 

analysis of supervised classifiers with feature selection to 

identify the most suitable model for predicting diabetes 

mellitus. All models exhibited high predictive 

performance, with macro-average accuracy ranging from 

92% to 95.9% and AUC values ranging from 84.76% to 

95.57%. According to the confusion matrices in Table 5, 

the EBT classifier demonstrates superior performance, 

achieving the highest number of true negatives and the 

lowest number of false positives. This indicates its 

exceptional effectiveness in accurately identifying non-

diabetic individuals while minimizing misclassification as 

diabetic. Although EBT exhibits a slightly higher number 

of false negatives compared to KNN, its overall balance 

between true negatives and false positives establishes it 

as a highly reliable model. It minimizes classification 

errors while maintaining a robust ability to identify 

diabetic cases. In contrast, KNN achieves the highest 

number of true positives but is limited by a substantial 

number of false positives, reducing its effectiveness in 

correctly identifying non-diabetic individuals. In addition, 

the results of the study reveal that the EBT classifier 

outperforms the other models, achieving the best 
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accuracy of 95.9% for both non-diabetes and diabetes, an 

F1 score of 97.7% for non-diabetes and 81.7% for 

diabetes, and an AUC of 95.75% for both conditions (Table 

6). Moreover, the best macro-average accuracy (95.9%), 

PPV (97.7%), NPV (97.7%), and F1 score (0.897) were 

achieved with the EBT classifier, indicating superior 

predictive performance compared to the other classifiers 

(Table 7). Additionally, the highest macro-average 

sensitivity and specificity were obtained, with 84.5% for 

the EBT classifier and 84.8% for the fine KNN classifier. 

The predictions produced by the ML models in this study 

exhibit a satisfactory level of accuracy in comparison to 

the results from prior research. For instance, Rastogi and 

Bansal (2023) utilized several data mining techniques for 

the prediction of diabetes based on an open-source 

dataset. In their study, they obtained the best accuracy of 

82.46% using LR and the sensitivity of 68.88% using RF. 

These values are lower than those presented in Table 6 in 

this study. In addition, Tasin et al. (2022) performed a 

comparative analysis of various ML models for predicting 

diabetes using an open-source dataset. In their study, they 

employed SMOTE and ADASYN preprocessing techniques 

to address the problem of class imbalance. Their findings 

indicated that the XGBoost classifier achieved an accuracy 

of 81% and F1 score and AUC values of 0.81 and 0.84, 

respectively, which represent the best outcomes in their 

study but are lower than the values obtained in this study. 

Similarly, Tigga and Garg (2020) compared to 

performance of a variety of ML models for the prediction 

of T2DM. According to their experimental findings, the RF 

model has the highest accuracy of all the models, at 

94.10%. Their result is also lower than the results 

obtained in this study. Unlike these studies, which 

employed resampling techniques to balance class 

distribution, this approach preserved the natural class 

imbalance to ensure real-world applicability. The 

observed imbalance reflects the actual prevalence of Type 

2 Diabetes Mellitus (T2DM) in the population being 

studied, and by maintaining this distribution, the model's 

performance metrics more accurately represent what 

would be expected in real-world clinical applications. 

Modifying the class proportions could introduce bias and 

reduce the generalizability of the model to clinical 

practice. Furthermore, a key objective of this research was 

to evaluate the inherent robustness of various supervised 

classifiers when faced with naturally occurring class 

imbalance. To mitigate potential biases introduced by the 

imbalance, we focused on performance metrics that are 

less sensitive to skewed class distributions, such as the F1-

score, AUC-ROC, precision, and recall. Despite the class 

imbalance, our evaluation metrics—including accuracy, 

sensitivity, specificity, positive predictive value (PPV), 

negative predictive value (NPV), and F1-score—indicated 

that the models performed reliably across different 

classifiers. The results of the analysis indicate that ML-

based classifiers, particularly the EBT classifier, possess 

enhanced predictive capabilities for estimating T2DM. 

The study suggests that ML-based classifiers offer a 

reliable approach for accurately predicting T2DM and 

supporting medical professionals in clinical decision-

making. 

 

5. Conclusion  
This study provides a comprehensive analysis of diabetes 

mellitus detection, particularly T2DM, based on a large, 

open-source dataset obtained from Kaggle. To my 

knowledge, this is the first study conducted using this 

dataset, specifically focusing on patients aged 35 years or 

older for T2DM prediction. The dataset was preprocessed 

as an initial step to prepare it in a suitable format for ML 

models. In addition, a feature selection method was 

applied to the preprocessed dataset to identify key 

attributes, which were used as input for the ML models. 

The mRMR feature selection method was chosen due to its 

advantages, including balancing relevance and 

redundancy, applicability to different data types, 

robustness against overfitting, and ability to handle high-

dimensional datasets. Five significant features, namely 

blood glucose level, smoking history ever, hypertension, 

HbA1c level, and gender were selected using the mRMR 

feature selection method. Various supervised classifiers 

were employed to distinguish diabetes mellitus from non-

diabetes mellitus. The performance of these models was 

assessed using multiple evaluation metrics, including 

accuracy, sensitivity, specificity, PPV, NPV, F1 score, and 

AUROC. The findings reveal that the EBT classifier 

surpasses the other models, recording the highest macro-

average values for accuracy (95.9%), PPV (97.7%), NPV 

(97.7%), and F1 score (0.897), along with the superior 

AUC of 95.57% for both diabetes and non-diabetes cases. 

Although the outcomes of the ML classifiers employed in 

this study provide optimal results, there remains potential 

for improvement in sensitivity, specificity, and F1 score. 

This can be achieved by further optimizing the ML models. 

Additionally, a more comprehensive dataset may be 

utilized to increase the predictive power of the models. 

Furthermore, future research will also include the 

development of hybrid ML model(s) to enhance predictive 

performance by integrating the strengths of various 

algorithms, thereby improving accuracy and robustness in 

predicting outcomes related to diabetes mellitus. 
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