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ABSTRACT
Artificial intelligence (AI) is set to greatly impact and transform workflows and employment in medicine and healthcare. This study explores 
how AI can enhance job roles in the healthcare sector and improve the quality and efficiency of services. A two-stage approach is proposed. 
In the first stage, doctors and healthcare workers are involved in developing AI systems. Their participation ensures ethical use, boosts effi-
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Complementary Use of Artificial Intelligence in Healthcare

A two-stage participatory governance approach is proposed to enhance the benefits of artificial intelligence 
in healthcare and mitigate its harms.

Artificial intelligence
(AI) is set to greatly

impact and transform
workflows and
employment in 
medicine and

healthcare. The aim
of this study is to

explore how AI can 
enhance job roles in 

the healthcare sector
and improve the

quality and efficiency
of services.  

Two-stage approach
highlights the
importance of 

doctor-machine
interaction. By

integrating AI with
human expertise, 

healthcare services
can see significant
improvements in 

quality while
minimizing

potential risks from
AI technologies.
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ÖZ
Yapay zekâ (YZ), tıp ve sağlık hizmetlerinde iş akışlarını ve istihdamı büyük ölçüde etkilemeye ve dönüştürmeye hazırlanmaktadır. Bu 
çalışma, YZ'nin sağlık sektöründeki iş rollerini nasıl geliştirebileceğini ve hizmetlerin kalite ve verimliliğini nasıl artırabileceğini araştırmaktadır. 
Bu kapsamda iki aşamalı bir yaklaşım önerilmektedir. İlk aşamada, doktorlar ve sağlık çalışanları YZ sistemlerinin geliştirilmesine 
dahil edilmektedir. Doktorlar ve sağlık çalışanlarının katılımı, etik kullanımın sağlanmasını, verimliliğin artırılmasını ve verilerden veya 
algoritmalardan kaynaklanan önyargıların önlenmesini sağlamaktadır. İkinci aşamada ise, YZ sistemlerinin sağlık profesyonelleri tarafından 
sürekli izlenmesi kritik öneme sahiptir. Sağlık profesyonelleri, karar verme süreçlerinde YZ tarafından üretilen sonuçlar için bir filtre 
görevi görmektedir. Bu sürekli denetim, doğruluk ve güvenilirliği korumaya yardımcı olmaktadır. Bu iki aşamalı yaklaşım, doktor-makine 
etkileşiminin önemini vurgulamaktadır. YZ'nin insan uzmanlığıyla entegrasyonu, sağlık hizmetlerinde kaliteyi önemli ölçüde iyileştirirken, YZ 
teknolojilerinden kaynaklanan potansiyel riskleri azaltacaktır.   
Anahtar Sözcükler: İnsanı tamamlama, sağlık hizmetleri, tıp, veri yanlılığı, yapay zekâ

GRAFIKSEL ÖZET

INTRODUCTION 

Artificial intelligence (AI) is rapidly spreading across all 
fields, from education to healthcare, economy to defense 
industry, with its significant advantages (1-6). The trans-
formation brought about by AI technologies is occurring on 
a significantly different scale compared to previous major 
technologies, and an AI ecosystem is forming in a short pe-
riod. Particularly, the widespread digitalization in all areas 
ensures the sustainability of AI systems.

Medicine is among the first application areas of AI technol-
ogy. AI had already had its impact on different aspects of 
medicine, including the patient care (diagnostics and thera-

peutics), medical training and healthcare systems (7,8). Par-
ticularly, the prevalence of digitalization efforts, especially 
related to image processing, has accelerated the use of AI 
systems in diagnostics (9,10). As evidence of the benefits 
provided by AI systems, the advantages they offer, particu-
larly in the healthcare sector, are highlighted (11-13). Be-
yond patient care, the incredible increase in the amount of 
digital data in healthcare and technological advancements, 
as well as significant investments by technology companies 
and governments in the application of AI, serves enormous 
potential to improving healthcare systems (14). Therefore, 
the spread of AI technologies in healthcare is expected to 
be much faster.

ciency, and prevents biases from the data or algorithms. In the second stage, continuous monitoring of AI systems by healthcare profession-
als is crucial. They act as filters for AI-generated results during decision-making processes. This ongoing oversight helps maintain accuracy 
and reliability. This two-stage approach highlights the importance of doctor-machine interaction. By integrating AI with human expertise, 
healthcare services can see significant improvements in quality while minimizing potential risks from AI technologies.
Keywords: Artificial intelligence, data bias, healthcare, human complementation, medicine

Sağlık Hizmetlerinde Yapay Zekanın Tamamlayıcı Kullanımı

Sağlık sektöründe yapay zekanın faydalarını artırmak ve zararlarını azaltmak amacıyla iki aşamalı 
katılımcı bir yönetim yaklaşımı önerilmektedir.

Yapay zeka (YZ), tıp ve 
sağlık hizmetlerinde iş 
akışlarını ve istihdamı 

büyük ölçüde 
etkilemeye ve 
dönüştürmeye 
hazırlanıyor. Bu 

çalışmanın amacı, 
YZ'nin sağlık 

sektöründeki iş 
rollerini nasıl 

geliştirebileceğini ve 
hizmetlerin kalite ve 

verimliliğini nasıl 
artırabileceğini 

araştırmaktadır. 

İki aşamalı 
yaklaşım, doktor-

makine 
etkileşiminin 

önemini 
vurgulamaktadır. 

YZ'nin insan 
uzmanlığıyla 

entegrasyonu, 
sağlık hizmetlerinde 

kaliteyi önemli 
ölçüde iyileştirirken, 
YZ teknolojilerinden 

kaynaklanan 
potansiyel riskleri 
en aza indirebilir.
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In this context, AI technologies particularly enhance effi-
ciency and reduce costs in tasks related to clinical docu-
mentation, such as processing and recording requests by 
allied health personnel, or in support services like prescrip-
tion renewal or appointment scheduling (14-16). On the oth-
er hand, it is also possible to identify and monitor patients 
in need of advanced healthcare services using big patient 
data (17). Thus, proper utilization of big data via AI may 
even have a significant impact on single individual level.

Concerns regarding AI technologies mainly revolve around 
how the transformations in the labor market will impact em-
ployment and how negatively they will affect professions 
(18-21). In other words, how AI systems will affect current 
employment, especially in the fields of health and medicine, 
is a major point of curiosity. In this context, it is expected 
that AI systems will transform existing skills and create new 
professions in the fields of medicine and healthcare (14,22). 
Similarly, the World Health Organization (23) also predicts 
that AI technologies will significantly change the workflows 
and jobs of health professionals such as doctors and nurs-
es. Despite ongoing debates on this issue, findings regard-
ing how AI technologies will affect employment often contra-
dict each other (20). However, the most agreed-upon point 
is that the expected skill level will significantly increase with 
the use of AI technologies (24). Moreover, it is observed 
that even companies that do not directly use AI technolo-
gies now prefer individuals with AI skills in their employment 
(25). 

AI systems are transforming processes in medicine and 
healthcare, taking over most tasks through automation (26). 
This shift has sparked discussions regarding the employ-
ment of healthcare workers. While AI can automate many 
routine tasks in healthcare, there are three main reasons 
it cannot replace doctors (27): First, there is still a need for 
doctors to give specific task instructions to AI systems and 
to evaluate their outputs. Second, the support provided 
by AI systems is extremely specific and limited according 
to the complexity of doctors’ responsibilities. Third, while 
public data sets often contain biases, making the clinical 
applicability of algorithms trained on these data extremely 
limited, there is also a significant lack of accessible data for-
mats needed by AI systems that require training data sets. 
Consequently, the alternative path that will be explained in 
the next section will not adversely affect employment and 
will increase efficiency in the field where it is used involves 
using AI to complement humans (28). We believe that the 
AI will not replace physicians but AI literacy will be a cardi-
nal feature in medicine especially for healthcare workers in 
executive and administrative positions (27,29).

The discussion on how AI technologies will transform work-
flows in the healthcare sector, from education to diagnosis 
and treatment processes, and which skills will come to the 

forefront in this transformation is a hot topic. In this con-
text, international initiatives to address the risks of artificial 
intelligence mentioned above have begun to increase, and 
steps towards multinational regulation, beyond national reg-
ulations, are also on the rise. For example, the European 
Union recently published the EU AI Act, which provides a 
framework for regulating artificial intelligence within the EU 
(30). 

Therefore, this study explores how AI technologies can be 
used in a way that complements humans in the healthcare 
field. For this purpose, it is primarily recommended to in-
crease AI literacy among all healthcare workers. Additional-
ly, a two-stage solution is presented to complement human 
efforts. The first stage requires the active participation of 
healthcare professionals in the development process of AI 
technologies in the healthcare field, while the second stage 
necessitates these professionals to guide and filter the re-
sults produced during the implementation phase of AI tech-
nologies.

TWO PATHS FOR THE DEPLOYMENT OF AI: 
AUTOMATION AND COMPLEMENTARY PATHS

It is known that major technological transformations signif-
icantly reshape the skill sets of professions, forcing a re-
structuring of the labor market (31). In this process, while 
some professions disappear, the losses in the employment 
market are balanced by the new professions emerging from 
technological transformation. A similar expectation applies 
to AI technologies (18). However, recent studies indicate 
that this expectation may not be entirely accurate, suggest-
ing that the number of new job positions created may not 
compensate for the ones eliminated (4-6,32,33). Therefore, 
there are warnings that if the automation trend enhanced by 
AI technologies is not addressed, significant waves of un-
employment could occur. In this context, creating a sector 
that prioritizes employment for AI technologies is proposed 
as an alternative path that could increase efficiency by us-
ing AI technologies in a way that complements humans.

AI technologies are creating new opportunities in workplac-
es that support the alternative path. For instance, a study 
using GitHub Copilot at a workplace has shown that a test 
group with access to Copilot, a productive AI-powered pro-
gramming assistant, completed programming tasks about 
56% faster than the control group without access (34). An-
other study, using data from 5,179 customer support rep-
resentatives, examined the effects of a productive AI-pow-
ered chat assistant on employee performance (35). It found 
that the AI-supported chat assistant increased productivity, 
measured by the number of problems solved per hour, by 
an average of 14%. However, the increase in productivity 
showed significant variations according to the skill levels 
of the employees. The study revealed that the AI-powered 
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chat assistant improved performance by 34% for newcom-
ers and low-skilled workers, while it had a minimal impact 
on experienced and high-skilled workers.

Another study examining the impact of ChatGPT on writing 
tasks demonstrated that ChatGPT significantly improved 
the performance of the least skilled writers, leading to nota-
ble enhancements in writing speed and quality (36). In oth-
er words, the productivity gains caused by AI in workplac-
es predominantly benefit mid-skilled or novice low-skilled 
workers, significantly enhancing their productivity, with this 
contribution diminishing as the skill level increases. Similar 
findings from other studies show that the complementary 
contribution of AI technologies is realized by compressing 
the skill range among workers (37-40). Therefore, these 
findings suggest that the alternative path of using AI to com-
plement humans could provide an opportunity to increase 
the overall productivity of the workplace by enhancing the 
efficiency of mid and low-skilled workers rather than dis-
placing them from employment.

In fact, the alternative path for AI technologies is not entirely 
new. Particularly in Germany, during the period when the 
first wave of automation led to significant shifts in labor mar-
ket dynamics, the initial steps of the alternative path were 
taken using two different approaches: inclusive education 
and the application of innovations in workplaces in a way 
that supports mid-skilled or unskilled workers (41). Thus, on 
one hand, inclusive education ensures that all individuals 
receive education of the same quality, preventing the clus-
tering of new jobs within the elite class. On the other hand, 
it prevents new investments in workplaces from favoring 
highly skilled workers, thereby helping to avoid job losses 
among mid-skilled or unskilled workers. Consequently, Ger-
many’s previous stance on handling the challenges posed 
by automation, now intensified by AI technologies, supports 
the significance of the alternative path for AI technologies in 
preventing profound disruptions in employment (42).

CURRENT SHORTCOMINGS OF AI

With the current status of AI, a system needs to be estab-
lished in the healthcare field in which the generation and 
the use of AI-produced data is regulated. To build up a 
framework for this reasoning, below, first we will discuss the 
shortcomings of AI and the risks it may pose. Secondly we 
will explain why human supervision is necessary in health-
care decisions. We will then propose a two stage model of 
a complementary path to utilize AI in healthcare.

One of the significant challenges encountered in the use of 
AI technologies is the production of biased results based 
on biases in training data sets or erroneous assumptions 
in algorithms (2,4,43). Health systems serve a heteroge-
neous population that varies according to different environ-
ments, socioeconomic status, gender, religion, and race. 

Therefore, the use of AI technologies in healthcare can only 
contribute to the improvement of healthcare services if it 
produces unbiased results. Consequently, biased data or 
assumptions used in algorithms compromise the impartial-
ity of AI technologies in healthcare (2). For example, it has 
been observed that a machine learning algorithm trained at 
a university hospital using data from wealthy, young, white 
patients to create a clinical report produces biased results 
when used in hospitals serving minorities and patients with 
low socioeconomic status (44). Similarly, an algorithm de-
veloped to predict Acute Kidney Injury (AKI), which primar-
ily comprised data from white, older male patients, when 
used to predict AKI in young and female patients exhibited 
gender-based biases (45,46). It has been identified that AI 
applications actively used in health systems disadvantage 
individuals with darker skin tones in determining SpO2, and 
in dermatological imaging systems (17,47). The cause of 
this bias lies not only in the underrepresentation of differ-
ent skin colors in the training data set but also in the low 
sensitivity of the scales used to determine skin tone (48,49). 
In particular, The Monk Skin Tone Scale (MST) (50) is rec-
ommended in AI algorithms rather than the Fitzpatrick scale 
which is the widely accepted in clinical settings, to provide 
more sensitive results and helps combat algorithmic injus-
tice (48). We would like to emphasize that this intervention 
(using appropriate measurement protocol) is a significant 
strategy and an essential step in machine learning, ad-
dressing biases linked to the data set. Moreover, the MST 
scale was originally developed for social sciences. Thus 
AI-based systems may encourage an interdisciplinary ap-
proach to provide generalizable results (50). This approach 
not only enhances the fairness of AI applications but also 
underscores the need for cross-disciplinary contributions to 
improve AI’s accuracy and ethical application in healthcare.

On the other hand, the assumptions made during the de-
velopment of AI algorithms can inherently include biases, 
and this directly affects the outcomes they produce. In 
this context, a recent study highlighted the biases in an AI 
system used to identify patients needing advanced health-
care, which considered the amount of healthcare expendi-
tures (17). The study demonstrated that the results were 
biased according to race and socioeconomic status. The 
criterion used by the algorithm assumes that everyone, 
regardless of their socioeconomic background, has equal 
access to the healthcare system. In reality, wealthy fam-
ilies, who have easier access to healthcare systems and 
thus higher healthcare expenditures, benefit more from ad-
vanced healthcare services as a result of the AI system’s 
decision-making process, compared to individuals who may 
need similar or more advanced care but have already less 
access to healthcare services. This situation showcases a 
critical flaw in how AI systems evaluate and provide health-
care services, emphasizing the need for algorithms that ac-
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example, while AI can interpret acute neurological scans 
much faster than radiologists in diagnosing head trauma, 
its diagnostic accuracy remains lower (61). Similarly AI mis-
led radiologists for interpreting chest radiography (62,63). 
Therefore, relying solely on the automation capabilities of AI 
technologies carries significant risks. 

As with all technological advancements, equitable use is a 
serious concern in AI. There is economical and geographi-
cal discrepancy for the development of technology and the 
data availability (9). A recent review of AI life science publi-
cations demonstrated that Northern America, Western Eu-
rope and Oceania countries produced the highest number 
of publications and also the highest number of high-qual-
ity and with clinical relevance (64). The lack of equitable 
and inclusive use of AI is not only a problem for the disad-
vantaged countries but also constitutes a major hurdle for 
generalizability of AI-generated data in HIC and HMIC with 
a heterogeous population structure. In the HIC and HMIC, 
the available health data may be biased for certain socio-
economic, racial or ethnic groups which results in flawed 
AI-generated predictions (65). The already evident dispari-
ties in healthcare may reflect itself onto AI -based diagnos-
tic systems (66). However fair use of big data and AI may 
provide significant improvements in detecting and eliminat-
ing these disparities. In addition, there are numerous other 
opportunities that AI can provide to the healthcare systems 
of LICs. AI can support the use of telemedicine to reach 
out to rural disadvantaged populations, enhance healthcare 
supply systems and support management systems in the 
LIC (67). Thus, it is pivotal to include unbiased data prefera-
bly representing all strata of the target population to acheive 
the most accurate results from AI and capitalize its benefits 
on global health.

THE NECESSITY OF HUMAN INVOLVEMENT

The shortcomings of AI underscore the necessity for contin-
uous monitoring of AI in autonomous systems that oversee 
patient health (68). Hence, the focus should not solely be 
on AI’s capacity to fully automate medical processes but 
rather on the potential to enhance healthcare profession-
als’ expertise concerning AI technologies (59). Emphasis 
should be placed on using AI to complement human capa-
bilities, thereby improving the quality of healthcare services 
(9,69). In this manner, while AI technologies can analyze 
large datasets that humans may struggle to assess inde-
pendently, the interpretation of these data should be per-
formed in collaboration with healthcare personnel, leading 
to more accurate and reliable solutions.

Thus, a facilitator role for AI can be instituted. A study con-
sulting experts on the use of AI in healthcare shows that all 
experts agree AI will take over time-consuming, repetitive 
routine activities not requiring completion by doctors, thus 
facilitating daily work in healthcare services and becoming 

curately reflect the diverse conditions and barriers different 
populations face in accessing healthcare. By addressing 
these biases, AI can truly enhance the equity and effective-
ness of healthcare delivery. 

Similarly, the lack of transparency in AI systems compli-
cates the recognition of biases embedded in algorithmic 
assumptions. For instance, an algorithm which is used in 
hospitals to recommend treatments for cancer patients is 
known to make inappropriate treatment recommendations, 
such as the use of an anticancer drug which is associated 
with an increased risk of bleeding in a patient with severe 
bleeding. The ‘black box’ nature of these algorithms makes 
it impossible to explain why a medication unsuitable for the 
patient’s history was prescribed, contradicting the princi-
ple of transparency in healthcare (51,52). Consequently, a 
flawed algorithm has the potential to commit medical errors 
and cause serious harm to patients. 

One of the second-tier risks associated with the use of AI, 
particularly generative AI technologies like ChatGPT, in 
healthcare—from writing academic articles to preparing pa-
tient reports and treatment processes—is the phenomenon 
of hallucinations (53). Recently, it has been suggested that 
using the term “confabulation” rather than “hallucination” to 
describe this behavior would be more accurate (54). This 
term describes the issue where AI systems do not consist-
ently produce accurate answers and can frequently gener-
ate incorrect or non-existent content. For example, it has 
been shown that some references created in research pro-
posals or articles entirely prepared by ChatGPT neither ap-
pear in Google searches nor have an existing Digital Object 
Identifier (DOI) (55). Thus, while the responses produced 
by generative AI can seem reasonable, they may actually 
be nonsensical. 

It is suggested that these hallucinations occur when AI 
systems either lose connection with the dataset they were 
trained on (source amnesia) or face difficulty and tension 
due to contradictory data in their training set, which drives 
this behavior (56). Even worse, once AI systems begin hal-
lucinating, they can continue this behavior in a consistent 
manner in subsequent responses, potentially causing a 
snowball effect of hallucinations (57). In the healthcare set-
ting, hallucinations can misdirect diagnosis and treatment 
processes, thus posing a high cost to human health. 

On the other hand, AI systems’ ability to generate meaning-
ful outcomes from complex and large datasets can undesir-
ably boost confidence in their results, making automation of 
healthcare processes appear attractive (58). However, this 
approach often fails to achieve the superior performance 
that could be realized by combining the unique strengths 
of humans and AI. Furthermore, studies have shown that 
AI has the potential to err in disease diagnosis, leading to 
a decline in the quality of healthcare services (58-60). For 

https://sciwheel.com/work/citation?ids=16941297,17230452&pre=&pre=&suf=&suf=&sa=0,0&dbf=0&dbf=0
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an indispensable part of clinical routine (27). In a study on 
how ChatGPT affects doctors’ decision-making process-
es and biases in health systems, doctors were asked to 
assess chest pain in patients with different demographic 
features (gender, race), and then they used ChatGPT to 
question their own assessments (70). The study found that 
ChatGPT increased the accuracy of the doctors’ decisions 
and reduced biases related to gender and race. Similarly, in 
studies examining ChatGPT’s advice to doctors on cardio-
vascular diseases and hypertension, it was highlighted that 
ChatGPT could accelerate doctors’ decision-making pro-
cesses in diagnosing hypertension (71,72). However, view-
ing ChatGPT not as a replacement but as a complementary 
tool to decision-making processes enhanced accuracy (71).

The platforms developed with AI support and providing diag-
nostic assistance based on patients’ complaints, enhances 
its diagnostic capability by allowing for online consultations 
with doctors. Consequently, to keep the platform up-to-date 
and ensure medical accuracy, doctors provide medical con-
sultancy to this AI application (73). The interaction between 
robots and doctors in surgical areas is another example of 
how AI can enhance the complementary role of humans 
and ultimately provide healthcare services of higher quality 
(74). 

A COMPLEMENTARY PATH FOR AI IN HEALTH 
CARE

The establishment of complementary path of AI use in 
healthcare systems consists of two stages as shown in Fig-
ure 1 (27, 75). The first stage is the development phase of 
AI systems, which involves the adoption of a society-in-loop 
approach. This approach not only includes AI experts but 

also involves doctors and health administrators, and all rel-
evant healthcare stakeholders (2,76). Active participation at 
this stage allows for measures to be taken against biased 
outcomes and ensures ethical use of AI. Particularly, the 
participation of healthcare workers’ unions is critical in this 
context. 

As we mentioned above, awareness of biases stemming 
from the training data sets or algorithmic assumptions by 
doctors and cautious interpretation of the results will en-
hance the quality of healthcare services. Moreover, par-
ticularly in healthcare, adopting a participatory governance 
approach during the development phase of AI systems that 
allows involvement of healthcare stakeholders will likely 
reduce the likelihood of generating these biases. This en-
gagement not only fosters transparency but also ensures 
that the algorithms are more aligned with the nuanced 
needs of diverse patient populations.

The second stage involves healthcare workers approaching 
the results produced by AI systems with caution, providing 
human input to correct any biases or deficiencies. This ap-
proach not only prevents AI systems from misleading doc-
tors but also supports doctors in managing complex health 
data that they might not easily analyze on their own (77). 
Thus, AI systems enhance the capability of healthcare pro-
fessionals to manage processes more effectively by provid-
ing them with insightful analyses of extensive health data.

Current studies suggest low diagnostic accuracy of chat-
bots, possibly due to ‘hallucinations’ and other factors that 
affect the algorithm output (78). Therefore, it is crucial for 
healthcare professionals to approach the results produced 
by AI technologies cautiously, enabling the detection and 

Figure 1. A two-stage 
complementary path for AI 
use in healthcare.
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velop AI literacy (including clinical applications, ethical and 
legal frameworks, data analytics, statistics, etc.) (84). 

This study proposes a two-stage complementary approach 
for the use of AI technologies in healthcare. The develop-
ment phase of AI applications should ensure the fair par-
ticipation of all healthcare stakeholders. This cooperative 
approach is crucial for integrating diverse perspectives and 
expertise, which enhances the robustness and applicability 
of AI systems in healthcare settings.

The second stage of integrating AI technologies in health-
care is the implementation phase, where a cautious ap-
proach to these systems is essential. Despite all precau-
tions taken during the first stage, AI systems might still 
produce biased outcomes or exhibit hallucinatory behavior 
during application. Detecting these errors, which can neg-
atively affect diagnosis and treatment processes, and mak-
ing the necessary corrections is critical. Healthcare workers 
should act as a ‘filter behind the AI’ (27).

Finally, considering that generative AI systems particularly 
enhance the productivity of individuals with medium and low 
skills and shorten training periods for this group (35-37), the 
use of AI in all training within the healthcare sector could 
improve the quality of healthcare services by enhancing the 
quality of human capital in the field. Furthermore, it would 
also enable the training of a new generation of doctors and 
healthcare professionals with AI literacy.

AI systems are seen to significantly facilitate doctors’ work 
by taking over routine tasks and simplifying more complex 
jobs. In this context, the field of radiology offers significant 
potential for this collaboration (85). Thus, AI-human interac-
tion can create greater collective intelligence in healthcare 
(86). This integrated approach ensures that AI supports 
healthcare professionals without replacing the critical hu-
man judgment necessary in medical practice.

The use of AI in healthcare, as outlined, necessitates an 
enhancement of AI literacy among doctors and other health-
care professionals. Given the rapid development in AI tech-
nologies, continuous updating of detailed training specific 
to AI usage in each healthcare domain is imperative. This 
requirement for continuous education can trigger signifi-
cant transformations in decision-making processes within 
the medical field. At this stage, even if AI systems are not 
replacing doctors in healthcare, doctors proficient in AI will 
be preferred over those who lack such skills (27,29). There-
fore, AI literacy in healthcare is no longer an option but a 
necessity. 

A similar situation exists in discussions about the use of AI 
in scientific research and writing scientific papers (87). The 
opportunities presented by generative AI technologies, es-
pecially ChatGPT, have started to be actively utilized by sci-
entists, and papers with ChatGPT as a co-author have even 

correction of errors. This vigilance is essential to minimize 
the adverse effects and safeguard patient outcomes.

CONCLUSION

Healthcare and medicine are among the primary fields im-
pacted by AI technologies. AI holds significant potential for 
improving the quality of healthcare services. Indeed, the 
fact that the initial applications related to AI primarily started 
in the healthcare sector points to this potential. The digi-
talization of healthcare and the rapid accumulation of big 
data provide significant opportunities for the development 
of AI technologies. AI can help surpass human limitations 
in collecting, processing, and analyzing these vast datasets 
quickly and accurately, thereby substantially enhancing the 
quality of healthcare services (27, 79). Therefore, the focus 
of this study is not on the potential applications of AI tech-
nologies in healthcare, but on how they should be utilized to 
enhance the quality of healthcare services.

It is well known that every major technological transforma-
tion leads to significant changes in the skill sets required for 
various professions. With these transformations, a consid-
erable number of existing jobs disappear while new profes-
sions that require new skills emerge. A similar situation ap-
plies to AI technologies. However, while technological trans-
formations post 1970s have spread automation and had the 
potential to transform existing professions and create new 
ones, warnings are issued that AI technologies might not 
have the same potential (28). In other words, if the current 
path of automation continues, the AI ecosystem might elim-
inate the need for many professions without demonstrating 
the same performance in creating new ones. Consequently, 
significant fluctuations in employment are expected. On the 
other hand, the professions emerging from AI technologies 
are expected to require a high level of skill, necessitating 
advanced education that may include graduate studies. 
This indicates a shift towards more specialized and higher 
educational requirements for the workforce engaged with 
emerging AI-driven sectors. 

The rapid development of AI technology in the medical field 
and its increasingly advanced capabilities in diagnosis and 
treatment have highlighted the necessity of integrating AI 
into medical education without delay (80). It is also known 
that medical school students are willing to take courses 
related to AI (81). When examining the curricula of differ-
ent universities offering medical education (such as Stan-
ford University and Harvard University), it is observed that 
courses on topics like “AI in healthcare, data science, fair AI, 
human-machine interaction, etc.” have been added to the 
curriculum to enhance AI literacy (82, 83). In this context, 
a study exists in the literature that serves as a guide for 
the integration of AI into medical education curricula, which 
defines the necessary competencies for medical students 
to understand the workings of AI, use it responsibly, and de-
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13. Huynh E, Hosny A, Guthier C, Bitterman DS, Petit SF, Haas-Ko-
gan DA, Kann B, Aerts HJWL, Mak R.. Artificial intelligence 
in radiation oncology. Nat Rev Clin Oncol. 2020;17:771-781. 
https://doi.org/10.1038/s41571-020-0417-8

14. Tursunbayeva A, Renkema M. Artificial intelligence in health-
care: implications for the job design of healthcare professionals. 
Asia Pacific Journal of Human Resources. 2023;61:845-887. 
https://doi.org/10.1111/1744-7941.12325
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resources optimization in hospital emergency using the genetic 
algorithm approach. Int J Healthc Manag. 2020;14:1441-1448. 
https://doi.org/10.1080/20479700.2020.1763236

16. Davenport T, Kalakota R. The potential for artificial intelligence 
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been published. As in the field of healthcare, the ethical di-
mension of using AI technologies in this field, particularly 
regarding who will take responsibility for its contributions, is 
a topic of ongoing debate (88). While some journals, such 
as Science, take a firm stance that text, figures, images, 
or graphics generated by AI can never be used in articles 
(89), many journals have policies stating that AI cannot be a 
co-author, but its contributions can be significant and must 
be explicitly acknowledged in the article (90,91). This ap-
proach implies that, similar to the significant contributions of 
AI in diagnosis and treatment processes in the healthcare 
field, medical AI systems cannot replace doctors due to the 
lack of accountability.
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