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Abstract

The need to monitor power quality and detect faults in the power grid has increased due to diverse generation sources and growing
loads, which create supply-demand imbalances. Synchrophasor measurements are used to address these issues and assess system
stability. This study proposes using Quadrature Amplitude Modulation (QAM) for synchrophasor measurement. Initially, the power
signal’s frequency is estimated using the Artificial Ecosystem Optimization (AEO) algorithm. This estimated frequency serves as a
reference for the QAM method. The power signal is then decomposed into positive and negative components based on this frequency.
A moving average filter, acting as a low-pass filter, is applied to remove high-frequency noise and retain components aligned with
the estimated frequency. As a result, the amplitude and phase of the desired frequency component are extracted. The method’s
effectiveness is evaluated based on the IEEE Std. C37.118.1 for both M and P classes. Results show that the proposed approach
achieves phasor estimation errors within the acceptable limits defined by the standard. Moreover, its performance at 80 dB SNR is
compared with recent methods from literature, demonstrating its superiority in synchrophasor estimation, particularly under steady-
state and harmonic conditions.
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1. Introduction

For ideal system conditions, the power signal must be at nominal frequency and in pure sinusoidal form during production,
transmission, and distribution. The disruptive effects caused by renewable energy sources and nonlinear elements affect the quality of
the power signal, therefore the system must be constantly monitored and controlled. Monitoring and control systems play an important
role in ensuring that the power system maintains its stability under changing conditions and returns to operating conditions within
specified standards by activating the necessary procedures in the event of a disruptive effect (Ipek, 2008). For this purpose, Phasor
measurement units, which are real-time, high-precision devices designed to measure the instantaneous magnitude, phase angle, and
frequency values of voltage and current signals in the network, are designed. PMUSs use time synchronization to tag each measurement
at its corresponding instant. Electric utilities install PMUSs in important substations to address protection and control issues (Schweitzer,
2010). In addition, the PMU can be used as a standalone physical unit or as a compact unit integrated with other physical devices such
as relays (Benmouyal et al., 2004; Gurusinghe et al., 2012).

In the electrical grid, a phasor is a complex number that indicates the sinusoidal waves' phase angle and magnitude. In previous studies,
various methods are suggested for synchrophasor estimation, including DFT-based algorithms (Belega and Dallet, 2009; Macii et al.,
2012; Belega and Petri, 2013; Orallo, 2013; Romano and Paolone, 2014; Zhan et al., 2016), Taylor—Fourier transform, (TFT) (Zamora-
Mendez at al., 2015), Kalman Filter (Wood et al., 1985; De La and Pedro, 1991; De La O Serna and Rodriguez-Maldonado, 2011; Liu,
2012; Ferrero et al., 2016), Least Squares (LS) method (De La O Serna, 2007; Premerlani et al., 2007; Das and Sidhu, 2013; Belega et
al., 2015a; Belega et al., 2015b), Zero Crossing (Begovic, 1993; Moore et al., 1996), Wavelet Transform (WT) (Ren and Kezunovic,
2011) Phase-Locked Loop (De La O Serna, 2014). These methods also have certain drawbacks. In the Zero Crossing method, errors
may occur when determining the zero-crossing points, especially in the presence of disturbances such as harmonics and noise.
Additionally, since the zero-crossing points can only be determined after the earliest half-cycle is defined, the method may be slow in
detecting frequency changes (Gokoglu,2019). While the DFT and its variant methods allow direct calculation, their performance
decreases significantly for non-stationary and dynamic signals or when the signal deviates from its nominal value (Jin and Zhang,
2021). Although TFT-based methods are better than DFT on dynamic signals, they have lower estimation performance, especially on
harmonic signals (Song et al., 2022; Fu et. al., 2021). The major disadvantages of the KF and LS methods are that they are difficult to
apply to non-stationary and harmonic signals due to the high complexity and show poor performance in noisy environments (Song et
al., 2022). The WT method, which utilizes a multi-stage low-pass filtering system within its cycle, introduces delays in the analysis
process (Gokoglu,2019).

1.1. Contribution of the study

This study presents a comprehensive performance analysis of P-class and M-class systems as defined in the IEEE Std. C37.118.1
standard, with the aim of achieving higher accuracy in synchrophasor measurements and mitigating the potential negative impacts
mentioned above. To begin with, the Artificial Ecosystem algorithm (AEO) is employed to accurately estimate the fundamental
frequency of the input signal. Once the frequency is determined, the signal is decomposed into its positive and negative sequence
components through the application of the Quadrature Amplitude Method (QAM), which effectively separates the symmetrical
components. Subsequently, to extract the instantaneous voltage-phase information relevant to the estimated frequency component, a
moving average filter functioning as a low-pass filter (LPF) is applied. This filtering process attenuates high-frequency noise and
isolates the desired signal features. The entire proposed methodology is implemented and tested in a simulation environment using
MATLAB software, strictly adhering to the performance criteria outlined for both steady-state and dynamic conditions in IEEE Std.
C37.118.1. Simulation results indicate that the developed approach successfully meets the precision and accuracy requirements
specified for synchrophasor measurements in both P-class and M-class categories. In addition, the performance of the algorithm is
tested at 80dB SNR noise and compared with the methods proposed in the literature in recent years. The findings indicate that the
proposed method remains well within the upper bounds prescribed by the IEEE Std. C37.118.1 for synchrophasor estimation under all
examined conditions, and exhibits markedly superior performance compared to existing approaches, particularly in steady-state and
harmonic distortion cases.

Symbols and Abbreviations

A Ampere

kx Amplitude Modulation Coefficient
® Angular Frequency

F Frequency

R Frequency Rate

Hz Hertz

ms Millisecond

fm Modulation Frequency

[0} Phase Angle

ka Phase Angle Modulation Coefficient
X Predicted Factor Imaginary Part
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Xy Predicted Factor Real Part

Xq QAM Negative Component

X4 QAM Positive Component

fs Reporting Rate

] Second

Xm Signal Amplitude Value

Xi, Xa ve X3 | Test Signals for Phase 1, 2, and 3
Xi Theoretical Factor Imaginary Part
X; Theoretical Factor Real Part

t Time

\'% Volt

ADC Analog Digital Converter

AEO Artificial Ecosystem-based Optimization
DFT Discrete Fourier Transform

FE Frequency Error

GPS Global Positioning System

IEEE Institute of Electrical and Electronics Engineers
KF Kalman Filter

LPF Low Pass Filter

PMU Phasor Measurement Unit

QAM Quadrature Amplitude Modulation
RFE ROCOF Error

ROCOF Rate of Change of Frequency
SNR Signal to Noise Ratio

Std. Standard

TFT Taylor—Fourier transform

TVE Total Vector Error

WT Wavelet Transform

R ROCOF (Hz/s)

2. Theoretical Foundations
The fundamental concepts to be used in the study, such as Phasor, ROCOF, and TVE, are discussed under this section. The phasor
originated in the late 19th century by C. Proteus STEINTMETZ, inspired by Oliver HEAVISIDE’s operational calculus (Robbins,

2012). A formulation that includes the amplitude and phase information of a sinusoidal signal is called a phasor representation.

The phasor representation of alternating current is given between Equation (1) and Equation (5) using Euler's identity;

V(t) = Vp,.cos(wt + a) (1
V(t) =Vy.cos.m. fo. t + a) 2)
Euler's Theorem:
eti® = cos(a) + j.sin(a) 3)
cos(a) = Re(e’®), sin(a) = Im(e/®) @
V= Vm_ej(z.n.f.t+ a) — V, La (5)

The ROCOF is expressed as the derivative of the grid frequency with respect to time. The frequency in the electrical grid can vary
depending on conditions such as imbalances between consumption and generation. ROCOF measures the rate of these frequency
changes and is considered an important parameter in assessing the quality of power systems. For a signal given by Equation (6)

x(t) = Xpm cos(9(¢)) (6)

The frequency value is defined as given in Equation (7).
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1 d(I(t
f® =5 ( o ) ™
In this case, ROCOF is measured in Hz/s and can be expressed as given in Equation (8).
ROCOF (¢t) = d];(tt) (8)
The FE is defined as given in Equation (9).
FE = |frear = festimatea 9
The RFE is defined as given in Equation (10).
RFE = |(df /dt)reqr — (Af /dE) estimateal (10)

Here, the real and estimated values are calculated for the values that have the same timestamp provided by the time source. The TVE
represents the percentage difference between the estimated phasor values and the actual phasor value. This difference is commonly
used as an error metric and helps in evaluating the accuracy of the computation method. The calculation for this is expressed as given
in Equation (11).

(e = %)) + () - X))

TVE =
Xr(M)? + X;(n)?

(11D

Here, X, and X; represent the real and imaginary components of the actual phasor values, while X’ and X’; denote the estimated phasor
values resulting from the computations.

1.2. Defined standards for phasor measurement units

For synchrophasors, the IEEE 1344 standard was initially defined in 1995 and is reaffirmed in 2001. This standard defines the
parameters of synchrophasors, including year, time quality, daylight saving time applications, and local time differences. In 2005, this
standard is replaced by a complete revision, IEEE C37.118-2005, which addressed the use of PMUs in electric power systems (Zhang
etal., 2007). In 2011, a new version is published that split the IEEE C37.118-2005 standard into two parts: C37.118-1 and C37.118-2.
In 2014, a modification to C37.118.1 is published, replacing it with IEEE C37.118.1a-2014.

The reporting rate is determined by the PMU designer. For 50 Hz systems, options include 10, 25, and 50 samples per second, while
for 60 Hz systems, options include 10, 12, 15, 20, 30, and 60 samples per second. Higher reporting rates, such as 100/s and 120/s, are
also supported, while lower reporting rates, such as 1/s, are permitted. For designs with reporting rates less than 10/s, there is no
requirement to meet the dynamic conditions specified in IEEE C37.118.1-2011.

1.3. Steady state test requirements
The FE, TVE, and ROCOF values calculated for steady-state conditions represent the scenario where the values of Xy, ®, and @ are
held constant throughout the test period. Steady-state tests are performed with frequency deviation, harmonic distortion, and out-of-

band interference tests. The standard requirements for these tests are provided in Table 1, Table 2, and Table 3.

Table 1. Steady State Synchrophasor Measurement Requirements

P Class M Class
Reference condition Range TVEmax  FEmax  ROCOFmax Range TVEmax  FEmax  ROCOFmax
Nominal system +2 Hz 1 0.005 0.4 f; <10 for + 2 Hz 1 0.005 0.1
frequency 10< f; <25 for + /5

fy >25 for+ 5 Hz
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Table 2. Synchrophasor Measurement Bandwidth Requirements
P Class M Class
Range TVEmax  FEmax  ROCOFmax Range TVEmax  FEmax  ROCOFmax
- - 10% of input signal magnitude for f; >10 1.3 0.01 1.57
No requirement for f; <10

Table 3. Steady State Synchrophasor Harmonic Distortion Measurement Requirements

P Class M Class
Range TVEmax  FEmax  ROCOFmax Range TVEmax  FEmax  ROCOFmax
(%) (Hz) (Hz/s) (%) (Hz) (Hz/s)
1%, each harmonic up to 1 0,005 0,4 10%, each harmonic up to 1 0,005 7,85
50th (f; <20) 50th (f; <20)

1.4. Dynamic compliance-measurement bandwidth

This test is performed by modulating the amplitude and phase angle of the signal. The input test signals are given by Equation (12),
Equation (13), and Equation (14).

X1 =V, [1 + k, cos(wt)] * cos[wyt + k, cos(wt — )] (12)
21

X, = V|1 + k, cos(wt)] * cos [wot -3 + kg, cos(wt — n)] (13)
21

X3 = V,[1+ k, cos(wt)] * cos [wot + 3 + k, cos(wt — n)] (14)

Here, X;, X> and X; represent the phase signals for the three-phase system, wy denotes the nominal angular frequency, wy represents the
modulation angular frequency, k. is the amplitude modulation factor, and £, is the modulation factor for the phase angle. For this test,
the frequency at reporting times #=nT in the input signals defined above is expressed by Equation (15). The standard requirements for
this test are presented in Table 4.

Wo Wy .
fl) = o kg (E) sin(wnT — 1) (15)
Table 4. Synchrophasor Measurement Requirements Using Modulated Test Signals
P Class M Class

Level  Reference Condition Range TVEmax  FEmax  ROCOF pax Range TVEmax FEmax  ROCOFmax

(%) (Hz) (Hz/s) (%) (Hz) (Hz/s)
k,=0,1 S 0.1t0 3 0,03 0,06 £t 0.1t0 3 0,12 2,3
k,=0 100% rated signal lesser of le;ns.er (') L5
k=0 magnitude, nominal /10 or 2 3 0,03 0,06 or 5 st 3 0,12 2,3

k.=0,1 system frequency Hz

1.5. Dynamic compliance-performance during ramp of system frequency

In a power system, frequency can vary due to supply-demand imbalances and system failures. This test is performed by applying a
linear slope test to the system frequency. For the method proposed in this study, the frequency ramp test conditions could not be met.
The input test signals are given by Equation (16), Equation (17) and Equation (18).

Xy =V, x cos[wot + Rt (16)
2 5

X, =V, * cos [wot—?+ant ] 17
2m )

X3 =V, * cos [w0t+?+7ert ] (18)
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For this test, the frequency at reporting times r=nT in the input signals defined above is expressed as given in Equation (19). The
standard requirements for this test are presented in Table 5.

At
O = fo+ Ryt =) (19)
Table 5. Synchrophasor Performance Requirements under Frequency Ramp Tests
P Class M Class
Rolgf‘OF Range FEmax TVEmax ROCOFmax Range FEmax TVEmax ROCOFmax
9 0
(Hz/s) (Hz) (%) (Hz/s) (Hz) (%) (Hz/s)
Lesser of f; /5
}jIEz}s ﬂ}:é 0,01 1 0,4 Hz or 0,01 1 0.2
+ 5 Hz

1.6. Dynamic compliance-performance under step changes in phase and magnitude

This test is performed by applying a step change to the amplitude and phase angle of the signal starting from a certain time. The input
test signals are given by Equation (20), Equation (21), and Equation (22).

X, = Vm[1 + kxf1(t)] * COS[Wot + kaf1(t)] (20)
X, = Vo[l + ky fi(£)] * cos [Wot - Z?T[ + kafl(t)] (21)
Xs = V. [1 + ko f(£)] * cos [wot + 2?” + kafl(t)] (22)

The standard requirements for this test are presented in Table 6 and Table 7. The measurement response time refers to the time
difference between the moment before and after a step change is applied to an input signal and the point at which steady-state is reached.
The delay time is the time interval between the application of a step change to the PMU input and the achievement of the initial and
final steady-state values of the step parameter (Gokoglu, 2019).

Table 6. Phasor Performance Requirements for Input Step Change

P Class M Class
Modulation Response [Delay Max overshoot/ Response |Delay Max overshoot/
level time (s) time| (s) undershoot time (s) time| (s) undershoot
Magnitude+10% 0 0
k0,1, ka=0 2/fy 1(4.£) /63 of step 7, 1/(4.5) /610 of step
Angle10% magnitude magnitude
k=0, k.=0,1
Table 7. Frequency and ROCOF Performance Requirements for Input Step Change
P Class M Class
Modulation level Frequency ROCOF Frequency ROCOF
response time (s) response time (s) response time (s) response time (s)
1 0,
Mi%igidijig % 4.5/f, 6/f, Greater of Greater of
Angle£10% 14/ £ or 14/fy 14/f; or 14/f,
k=0, k.=0,1

2. Materials and Methods

In this study, the proposed method for the synchrophasor measurement process consists of three steps. The frequency of the measured
signal is first estimated by the AEO algorithm. The power signal is then decomposed into its positive and negative components at the
estimated frequency using QAM. These components are subsequently passed through a low-pass moving average filter, which removes
the high-frequency components, leaving only the components corresponding to the desired frequency. In this way, the FE, TVE, and
ROCOF values are calculated depending on the instantaneous amplitude and phase angle for the synchrophasor. The block diagram
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for these processes is shown in Figure 1. Each step of the proposed method is explained in detail below. GPS is used to provide an
accurate time reference to all measurement devices and for common time tagging.

_______________________________________________________________

' [

' [

\ X,4(t) Voltage !

| > Moving  [=——>b !

X® :r= AEO T QAM Xq(t) A:ﬁ;:?e Phase Angle |
] :— :

i :

4 \ 1

] [}

GPS E E

Figure 1. Amplitude and Phase Angle Calculation with QAM Block Diagram.
2.1. Artificial ecosystem-based optimization algorithm

AEOQ is an optimization algorithm inspired by biological ecosystems and consists of production, consumption and decomposition
sections. This algorithm searches for potential solutions within the solution space. The first step involves generating an initial
population with random values within the solution space by determining the maximum number of iterations and population size. An
environmental model is created based on the problem’s constraints and objectives, and the performance of the solutions is evaluated.
The solution candidates within the population are classified based on their quality, and selection of the candidates is carried out.

The definitions and mathematical expressions for this algorithm are provided below (Zhao et al., 2020). The mathematical expression
for the production stage of the algorithm is given by Equation (23).

Xt +1) =1 - )X, + aXrgna(t) (23)
1-—

a= ( - t) r (24)

Xrana =71 * (up — w) + lw (25)

Where, T is the maximum number of iterations, ¢ denotes the current iteration value, 7; is a random number between [0, 1], a is a
coefficient used for linear weighting, » is the number of populations, 7 is a random vector whose elements are in the interval [0, 1] and
up and Iw are upper and lower boundaries, respectively.

The terms X;, X,, and X represent the solution vectors in the algorithm. In the algorithm, these terms generally refer to the individuals
(population members) or solution points within the solution search process. 7 is a random vector whose elements are in the interval [0,
1]. This term is commonly used in algorithms to simulate randomness. up and /w represent the maximum and minimum values that
each component of the solution can take. In other words, they define the boundaries for each component of the solution vector that the
algorithm seeks. i and » are indices of the individuals within the population. i typically refers to a specific individual (population
element), while n denotes the total number of individuals in the population. Thus, » represents the size of the entire population in the
algorithm, and i refers to a particular individual within that population. The mathematical expression for the consumption stage is given
by Equation (26).

X,t+1)=X,t) +C[X;(t) — X, (V)] ,i€ [2,..,1n] (26)

1
C=(5)@/v, v~ NOD @7)
where, N(0,1) represents a normal distribution.
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Xt +1) = X;(6) + C[X;(®) — X;(8)] (28)
Here, i€/3,..,n] and j€[2 i-1] take random integer values.
Xi(t+1) =X + [0 - X.(0) + (1 = ) (Xi(0) - X;(©))] (29)
The mathematical model of the decomposition part of the algorithm is obtained as shown in Equation (30).
X;t+1)=X,(t) + D[eX,(t) — hX;(t)],i € [1,n] (30)

Here, D=3u, where u~ N(0,1), e = ryrandi([1 2] — 1), h = 2r; — 1 and 1, 3 are random values between 0 and 1.

In this study, the objective function for frequency estimation is defined in Equation (31) as minimizing the RMS error of the estimated
signal (Xesrimatea) With the actual signal (Xgcryar). Xactuar Tepresents each case for the synchrophasor measurement defined in
subsections 2.2 t0 2.5. V, f, and @ in X, gimateq are the parameters to be estimated.

N
1 23 i ~
J =min NZ(xactual - xestimated)z ’ Xestimatea = V €0S (2fot + @) (€29)
k=1

Flow chart diagram for AEO is provided in Figure 2. It begins with the initialization of essential parameters such as population size,
iteration limit, and variable boundaries. An initial population of candidate solutions is then generated, and their fitness is evaluated
using a defined objective function. The best individual is identified and stored. The algorithm then enters an iterative loop based on the
randomly assigned r; value. After these steps, the population is updated, fitness is re-evaluated, and the best solution is continually
tracked. This loop continues until the maximum number of iterations is reached, after which the algorithm returns the best solution
found.

2.2. Quadrature amplitude modulation

QAM is the process of modulating a message signal with carrier signals. This technique enables the transmission of the signal by
shifting the frequency components of the message signal to the carrier signal frequency. When the message signal is multiplied by the
carrier signals, high and low-frequency components are generated. The low-frequency component appears at 0 Hz as a result of
modulation, while the high-frequency component appears at twice the fundamental frequency. Thus, data related to signals formed
around 0 Hz can be obtained by using a low-pass filter. This method allows the extraction of instantaneous amplitude and phase angle
data at the frequencies contained in the signal. In this method, the message signal is modulated with two carrier signals that have a
phase difference of 90° between them.

As expressed by Equation (32), an X(?) current or voltage signal with amplitude 4, fundamental frequency fy and phase angle ¢ is
generated:

X(t) = Acos2nfyt + @) (32)
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I Initialize algorithm parameters I

| Randomly initialize a population of N individuals in the search space |

|

I Calculate Fitness values for each individual I

| Select best individual among all |
‘—’| Update Position: Randomly produce new individuals. (23) |
< For individuals X(i=3 to N) >
YES NO YES
NO
I
Update Position (28) Update Position (29) Update Position (26)

— T ——

Update best solution (30)

Obtained
E. estimated
parameters

YES

Figure 2. Flow Chart of the AEO

In the QAM method, to generate the carrier signals, the X(#) signal expressed by Equation (32) is multiplied by ™ and as shown in
Equations (33) and (34), the real and imaginary components are formed. Here, X,,(?) represents the modulated signal, and f,, represents
the modulation frequency.

el2mfmt — cos2ufyt) + jsin(2uf,t) (33)
Xn(8) = (Acos@nfot + ) * ((cos@ufut) + jsin(2nft)) G

The real and imaginary parts are expressed with Equations (35) and (36).

Re(Xn(t)) = (Acos2rfyt + ¢)) * (cos(2mfpt)) (35)
m(X, () = (Acos2ufot + @) * (sin(2uf,t)) (36)

The real and imaginary components can be expressed using the inverse transformation formulas of trigonometric functions, as shown
in Equations (37) and (38).

Re(Xm (1)) = %1* [(cos@n(fy + f)t + 9)) + (cos2n(fo - fu)t + @))] (37)

Im(Xm(t)) = ; * [(sin(Zn(fo + )t + (p)) + (sin(Zn(fo — )t + go))] (38)

When the modulation signal f, is chosen to be equal to the fundamental frequency fy two components are formed: one at 0 Hz and the
other at a higher frequency. To eliminate the high-frequency component, the signal is passed through a low-pass filter, resulting in the
component formed around 0 Hz.
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The real and imaginary components of the signal resulting from the filtering process can be expressed as shown in Equations (39) and
(40).

A
Re(Xn (D)) = 5 * [(cos@n(fo = fm)t + 9))] (39

A
Im(Xm(©) = 5+ [(sin@r(fo - f)t + @))] (40)

To obtain the amplitude value of the signal, the squares of the components given in Equations (39) and (40) are summed, and their
square roots are taken. To eliminate the reduction of the voltage value by half, which results from the trigonometric transformation
formulas, the result is multiplied by 2. This is shown in Equation (41).

A= ZJ(Re(Xm(t))Z + Im(Xm(t))z) (41)

To obtain the phase angle of the signal, the components given in Equations (39) and (40) are ratioed and the inverse tangent value is
taken. This is shown in Equation (42).

» Im(X,, ()

Re(Xm (t)) (42)

@ =tan

2.3. Moving average filter

A low-pass filter is used to suppress unwanted noise in the power signal. In this study, a moving average filter is utilized for the filtering
process. The moving average filter is a signal processing technique used for smoothing a time series. This filter generates a new data
point by averaging the data points over a specific window. This process reduces fluctuations in the data and provides a more regular
appearance.

The general representation for the moving average filter is calculated as shown in Equation (43).

M-1
yinl =7 Y xln—m] (43)
m=0

The window length for the moving average filter refers to the number of samples contained within the sampling window used to
calculate the average. For example, when a window size of 5 is chosen, each moving average value is calculated using a window that
contains 5 samples, including the sample at that moment. The moving average value is obtained by averaging these samples. The
window is then shifted one sample to the right, and the process is repeated.

3. Simulation Results

In this section, simulation results for the method used in the study are provided. For the synchrophasor measurement, steady -state and
dynamic compliance tests as specified in the IEEE 37.118-2011 and IEEE 37.118-2014 standards are conducted. The computations are
performed on a computer equipped with a Windows 10 operating system, an Intel processor running at 2.40 GHz, and 8 GB of RAM.
Test signals are generated in the MATLAB environment, and samples are taken every 0.5 seconds for a data length of 5 seconds. The
FE, TVE, and ROCOF values are calculated over 10 cycles. The reporting rate is 2 samples per second. The base frequency for the test
signals is taken as 50 Hz, with a sampling frequency of 3200 samples per second. All voltage values are expressed in per unit (p.u.).
For the AEO algorithm, the population size (number of particles) and the maximum number of iterations are set to 50 and 300,
respectively. In (32), the lower limits of 7/, f;, and & to be estimated are 0.9 p.u., 44Hz, and -m, while the upper limits are 1.1 p.u,
56Hz, and .

3.1. Steady state test results

Steady-state tests are conducted for frequency deviation and harmonic distortion tests.
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3.1.1.Frequency deviation, amplitude and phase angle tests

The simulation results for frequency deviation, amplitude, and phase angle tests, based on the FE, TVE, and ROCOF requirement
values provided in previous sections, are presented in Table 8, Table 9, and Table 10. The frequency test is conducted by varying the
signal frequency between 48-52 Hz with 1 Hz steps. As a result, the highest error values measured are 4.98e-14 for FE, 8.63e-09 for
TVE, and 1.27e-13 for ROCOF. The simulation results with respect to the number of cycles are shown in Figure 3.

Table 8. Simulation Results for Steady-State Frequency Test
Frequency  FEmax TVEmax  ROCOFmax
(Hz) (Hz) (%) (Hz/s)
48 3.55e-14  7,53e-09  7,1le-14
49 4,26e-14  8,61e-09  8,52e¢-14
50 4,97e-14  8,63e-09  1,27e-13
51 4,26e-14  8,18e-09  7,10e-14
52 4,98e-14  7,60e-09  9,94e-14

Table 9. Simulation Results for Steady-State Amplitude Test
Amplitude Test Range TVEmax (%)

Amplitude Between 10% and 120% of the nominal 1,07e-08

Table 10. Simulation Results for Steady-State Phase Angle Test

Phase Angle Test Range TVEmax (%)
Phase Angle 7 1,64e-08
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Figure 3. (a) Frequency Test Simulation Results FE; (b) ROCOF; (¢) TVE.

The amplitude test is conducted by varying the signal amplitude within the range of 10% to 120% of the nominal amplitude value, with
1% steps. As a result, the highest error value for TVE is measured as 1.07¢-08. The graphs of the measurement results with respect to
the number of cycles are shown in Figure 4. The phase angle test is conducted by varying the signal phase angle within the range of
+m, with 1° steps. As a result, the highest error value for TVE is measured as 1.64e-08.
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Figure 4. (a) TVE Simulation Results for Steady-State Amplitude Test; (b) Phase Angle Test.
3.1.2.Harmonic distortion test

The harmonic distortion test is performed with a test signal containing components from the 2" harmonic to the 50 harmonic. As a
result, the highest error value for FE is measured as 2.86e-11, the highest error value for TVE is 4.97e-06, and the highest error value
for ROCOF is 7.63e-11. The simulation results with respect to the number of cycles are provided in Table 11 The graphs for the
specified test are provided in Figure 5.

Table 11. Harmonic Distortion Test Results
FE TVE ROCOF
(Hz) (%) (Hz/s)
10%, each harmonic up to 50th  2,86e-11 8,02¢-06 9,98e-11
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Figure 5. (a) Harmonic Distortion Test Simulation Results ROCOF; (b) FE; (¢) TVE.
3.2. Dynamic compliance-measurement bandwidth test results

This test is conducted by modulating the signal's amplitude and phase angle. In the amplitude and phase modulation, the modulation
frequency is changed within the range of 0.1 to /5 with steps of 0.1 Hz. As a result, the highest error value for FE is measured as
0.023, for TVE as 0.71, and for ROCOF as 0.0029. The simulation results for the measurement according to the number of cycles are
presented in Table 12.
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Table 12. Measurement Bandwidth Test Results

Measurement bandwidth test Range FE TVE ROCOF
(Hz) (%) (Hz/s)

kx=0,1 k.=0 1,19¢-04 0,71 2,68e-04

k,=-0,1 k.=0 fm:0.1-f/5 1,27e-04 0,59 1,66e-04
k=0, k.=0,1 0,023 0,65  0,0029
k=0, k.=-0,1 0,022 0,64 0,0028

The simulation results for the test are presented in Figure 6.
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Figure 6. Measurement Bandwidth Simulation Graphs (a) FE; (b) TVE; (¢) ROCOF.
3.3. Dynamic compliance-performance under step changes in phase and magnitude test results

This test involves applying positive and negative step signals with 10% amplitude and 10% phase angle magnitude to the input signal.
A unit step function is applied to the function at a specific moment, and the performance is measured in response to the sudden input
change. A unit step function is applied to the input signal starting from t = 0.5 seconds. The simulation results are provided in Table
13.

Table 13. Step Changes in Phase and Magnitude Test Results
TVE Amplitude

Step changes Frequency response time response time [Delay time| step change
k=10%, k=0 0 0,5083 0,0032 0,6
k=-10%, k=0 0 0,5763 0,0124 0,28
k.=10%, k=0 0,4694 0,6093 0,0022 0,11
ka=-10%, k,=0 0,513 0,6093 0,0076 0,5

4. Performance of Proposed Algorithm

The performance of the proposed method is tested by generating 80 dB SNR noise for all cases and compared with the i-IPDFT
(Derviskadi¢, A et al., 2017), HM-ESPRIT (Drummond et al., 2020), and TLTFT (Shan et al., 2023) methods in the literature. The
proposed algorithm is executed 10 times, and the best result among all runs is recorded and all data is provided in Table 14. Compared
to existing approaches in the literature, the proposed method exhibits superior performance in Steady-State Frequency and Harmonic
Distortion tests with respect to TVE, FE, and ROCOF metrics. Furthermore, it delivers improved ROCOF accuracy under Magnitude
Modulation and Phase Modulation scenarios. Although the algorithm achieves better results than the TLTFT method in both magnitude
and phase step response tests, its performance remains inferior to that of the other methods. The proposed method exhibits a
performance reduction under off-nominal frequency conditions due to the inherent limitations of the low-pass filter. Nevertheless, the
algorithm remains within the compliance thresholds defined by the IEEE Std. C37.118.1. Across all test cases, the average computation
time required for synchrophasor estimation is approximately 0.56 seconds.
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Table 14. Performance Comparison under 80 dB SNR Noise

Test Cases Proposed i-IPDFT HM-ESPRIT TLTFT
Cos Hann
Window Window
Steady-State TVEmax, (%)  1,27x10°8 0,002 0,003 0,003 0,07
Frequency FEmax (Hz)  2,47x10°713 104 10 1,87x10* 3 x10*
ROCOFmax (Hz/s)  8,93x107? 0,009 0,012 0,023 0,07
Harmonic TVEmax, (%) 5.1x10¢ 0,047 0,003 0,004 0,1
Distortion FEmax (Hz)  2.94x107!! 1,1x1073 104 1,98x10 1,6 x1073
ROCOFmax (Hz/s)  7.79x10!! 0,009 0,011 0,028 0,46
Magnitude TVEmax, (%) 0,62 0,847 0,604 0,021 0,06
Modulation FEmx (Hz)  1,36x10 1,6x1073 4x104 6,92x10 7 x1073
ROCOFmax (Hz/s)  2,72x10* 0,051 0,0016 0,024 1,8
Phase TVEmax, (%) 0,66 0,806 0,547 0,139 0,05
Modulation FEmax (Hz) 0,028 22x1073 17,4x1073 36,2x1073 1,43 x10*
ROCOFmax (Hz/s) 0,0031 0,683 0,540 4,758 1,5
Frequency response time (s) 0,4791 0,048 0,044 0,055 2,8
Magnitude TVE response time (s) 0,5843 0,034 0,028 0,018 0,9
Step |Delay time]| (s) 0,0174 0,002 0,002 0,001 -
Amplitude step change (%) 0,66 0 0 4,875 -
Frequency response time (s) 0,523 0,048 0,044 0,056 2,7
Phase TVE response time (s) 0,6193 0,04 0,032 0,023 1,3
Step |Delay time]| (s) 0,0084 0,002 0,002 0,001 -
Amplitude step change (%) 0,52 0 0 5,271 -

5. Conclusion

Synchrophasors are crucial for maintaining power quality, efficiency, control, and protection schemes in electrical systems, and this
work proposes a QAM-based technique to monitor them precisely and accurately. The moving average filter is a mathematically simple
and easy to apply method. It smooths sudden changes in time series data, providing smoother and more analyzable data. However,
increasing the window length can lead to a loss of resolution, so it is important to carefully select the window size. Additionally, it may
perform poorly in detecting rapid changes, which can be a disadvantage in applications that require fast data changes, such as dynamic
systems. The frequency component estimation for the input signals is performed using the AEO algorithm. FE, TVE, and ROCOF
values are evaluated for compliance with mandatory requirements for the measured synchrophasors. Simulation results show the
calculated data is well below the upper limit values specified in the relevant standards. This proves that the proposed method can
calculate synchrophasors accurately and precisely. The IEEE C37.118.1 standards, which are used as the basis for synchrophasor
measurement compliance, do not include tests for unbalanced loads, switching harmonics with high frequencies, electromagnetic
interference, and transient states occurring in the system. In real-world conditions, the grid may be affected by all these factors.
Therefore, PMUs and test standards are still open to development. Future studies can lead to the development of new algorithms and
test standards. The robustness of the proposed method indicates that it can be applied to the signals that belong to different branchs of
the network. Therefore, as a future work this method will be applied to real-time signals.
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