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Abstract—With the rapid increase and proliferation of digital
technologies, manipulated content is also increasing in parallel.
With the widespread use of deepfake technology, the detection
of manipulated content and deceptive content reduces the risks
of manipulated data. This situation leads to serious security
consequences at social, political, and personal levels with the
creation of fake news, misleading videos, and audio recordings.
This technology can also cause serious problems such as malicious
use and violation of privacy. Therefore, it is vital to develop
preventive measures such as deepfake detection and to use
this technology correctly and ethically. The detection of images
created using deepfake techniques aims to detect manipulations
in media files such as video and audio using artificial intelligence
and machine learning techniques. Deepfake detection is usually
carried out using deep learning algorithms and models.

In this study, a hybrid model consisting of transformer-based
networks and Convolutional Neural Networks (CNNs) is used to
classify fake and real images. When the results of the study were
examined, it was seen that the hybrid model used gave more
successful results compared to the literature. The applications
were carried out on the Casia-WebFace dataset. According to
the results obtained, the proposed artificial intelligence method
plays an important role in the classification process of images
produced using DeepFake techniques. 98.82% accuracy rate was
achieved for the Casia-WebFace dataset. These results show
that the proposed artificial intelligence model is effective and
successful in predicting deepfake techniques.

Index Terms—DeepFake, Vision Transformer, Convolutional
Neural Networks, Forgery, Deep Learning, Image Security.

I. INTRODUCTION

W ITH the advancement of technology, the digital world
is becoming increasingly complex, and its boundaries

are becoming blurred. The rise of deepfake technology further
deepens this complexity. Deepfake appears as a phenomenon
that emerges from the combination of manipulated images and
sounds created using artificial intelligence and deep learning
methods. However, the impacts of this new technology do
not stop at the entertainment world; it also presents serious
ethical, social, and security dimensions. DeepFake was ini-
tially used in the film industry to enhance effects, but over
time it has become applicable in a wider area [1]. It appears
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in a wide range of areas, from works of art to political
debates, from news to social media content. However, every
aspect of this technology needs to be examined because the
boundary between reality and fiction is becoming increasingly
blurred with the manipulation of images and sounds. However,
the spread of deepfake technology also brings with it some
important concerns. In recent years, this technology, which
has also been used in areas such as object tracking and
detection [2] and determining attack types in large data sets,
has led to important discussions in terms of reliability and
ethical use [3]. The reliability of manipulated content in
the fields of image processing and review and the potential
for malicious use of this technology have become serious
concerns. In this context, it has become very important to
develop a conscious approach to the ethical use and security
of deepfake technology. Additionally, the rapid advancement
of technology has led to the emergence of a persistent security
gap in today’s world. These security vulnerabilities affect
people in every aspect of life, whether social, political, or
economic, and the consequences are severe. Particularly in
recent years, the development of deepfake technology and
the creation of fake images, videos, and audio files have
made these issues a part of our lives. Initially, DeepFake
technology was a technique aimed at replacing a targeted
point on a video, image, or audio with another type [4].
Recently, this technology has advanced to the point where it
can generate both fake and unique content in conjunction with
generative AI. To prevent the complexity that has emerged
with the proliferation of DeepFake technology, the detection
of fake images is of extreme importance. This article aims
to detect images produced by DeepFake technology using a
new technology known as Transformer Networks, intending
to prevent the mentioned issues. The results obtained from
the experiments conducted in the study show that successful
results can be achieved when the detection of fake images is
done on a pixel basis, and additionally, the trained model can
make a clear distinction between fake and real images.

A. Related Works

Deepfake detection studies include examining techniques
developed to distinguish and detect fake content from reality.
These studies focus on developing solutions to detect and
block deepfake videos using technologies such as image
processing, artificial intelligence, deep learning, and similar
methods. Various studies in the literature have used deep
learning models to determine the authenticity of videos and
images in datasets.
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TABLE I: Review of Studies in The Literature

References Year Model Measured Metrics Cons

[5] 2020 Xception - MobileNet Accuracy Does not use inter-frame correlations
Performance results at low resolution not examined

[6] 2018 VGG Face Accuracy
AUROC

Parameters such as learning rate, batch size or dropout are not optimized
Limited model comparisons have been made
It used only a CNN-based approach

[7] 2020 MesoNet - CNN Accuracy
The model used is a shallow model, not a deep one
Has a limited number of parameters
A lightweight and low computational power model

[8] 2019 SCNNet Accuracy
AUROC

Not compared with methods based on time series analysis
The performance of the model at different threshold values has not been examined

[9] 2018 InceptionV3 Accuracy Too little data
Low resistance to adversarial attacks

[10] 2020 Deepfake Stack

Precision
Recall
F1 Score
Accuracy
AUROC

Too little data
Low resistance to adversarial attacks

[11] 2022 CNN

Precision
Recall
F1 Score
Accuracy

The model is based solely on CNN, no new generation model is used
Insufficient dataset
Lack of temporal analysis

[12] 2024 Inception-ResNet-V1 Accuracy It is not stated how durable the model is in different conditions
Imbalances in training data

[13] 2024 Xception Accuracy
ROC

Computational cost
Lack of explainability
Vulnerability to new deepfake techniques

In the study numbered [5], deep learning technologies
called Xception and MobileNet were used to automatically
detect DeepFake videos. Four datasets using four different and
popular DeepFake technologies created by FaceForensics++
[14] were used as training and evaluation datasets. The results
obtained in the study show variable accuracy between 91%
and 98% depending on the level of development of deepfake
technologies in the industry. In addition, the researchers de-
veloped a voting mechanism that can detect fake videos using
a combination of four methods instead of just one method.
However, since the application was performed on a high-
resolution dataset such as FaceForensics++, generalization to
low-resolution datasets is limited. When the studies in the
literature are examined, it is seen that they are generally
divided into four separate categories [15]. These techniques are
generally deep learning-based techniques, classical machine
learning-based methods, statistical techniques, and blockchain-
based techniques. The studies also evaluated the performance
of the detection capabilities of various methods according
to different datasets and concluded that deep learning-based
methods are more successful than other methods in detecting
deepfakes [15]. Most of the studies in the literature generally
focus on the production and detection of Dee. Most of the
time, in these studies, algorithms such as Generative Adversial
Networks (GANs) [16], autoencoders, Variational Autoen-
coders (VAEs) [17], Recurrent Neural Networks (RNNs) [18]
and CNNs [19] are used for deep learning and generative
artificial intelligence applications. Many of these algorithms
mentioned in the literature are generally used for deepfake
production. It is stated that algorithms such as CNNs, Long

Short-Term Memory (LSTM), Capsule Networks, GANs, and
Autoencoders are used for the detection of produced deepfake
images. Especially in recent years, with the development
of generative artificial intelligence, GANs models play an
important role both in image generation and in the detection of
fake images. In the study numbered [6], Deep Convolutional
Generative Adversial Network (DC-GAN) model was selected
to generate 64x64 images and Progressive Growing Genera-
tive Adversial Network (PG-GAN) models were selected for
256x256 and 1024x1024 images. The aim here is to help
adapt the training data to various image sizes and qualities. In
addition, VGG16 architecture was used for the classification
process and the results were observed to be 80%. However,
since the obtained success rate is low, it is not at the level to be
used in forensic studies. Non-deep learning methods require
lower computational power and data requirements. However,
these methods cannot reach the accuracy and consistency
rates of deep learning-based methods. [7] presents a deep
learning-based deepfake detection method called MesoNet.
MesoNet is a two-step process. A process known as feature
extraction extracts facial features in the first stage. The second
stage uses a classification process to classify these features
as fake or real. The study also introduces a new activation
function called Pish to improve the accuracy and consistency
of MesoNet. With Pish, MesoNet achieves an accuracy rate of
86.89% on the FaceForensics++ dataset. Only the combination
of Swish and Mish performs better (over 87%), followed
by the baseline combination (ReLU + Leaky ReLU) with
86.76%. The paper “Detecting Deepfake-Forged Contents with
Separable Convolutional Neural Network (SCNNet) and Image
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Segmentation” by C.M.Yu, C.T.Chang, and Y.W.Ti published
in 2019 presents a deep learning-based deepfake content detec-
tion method called SCNNet. The accuracy rates for acSCNNet
are comparable to other deep learning-based techniques used
to detect fake content. However, SCNNet can use less data
and computational power due to its separability technique.
Therefore, SCNNet is suitable for applications that do not need
a lot of data or processing power.

Deepfake detections are not only performed on images
but also on data such as video, audio, and signals. When
examining the study numbered [20], it is observed that the
published articles are generally categorized under the four
mentioned headings, and the models have been tested on
these types of data. Most studies have used similar datasets.
Kothandaraman et al. aimed to classify fake and real faces
using the Inception-ResNet-V1 hybrid model in their study
[12]. The proposed model is pre-trained with the VGGFace2
dataset, thus performing face recognition with high accuracy
rates. In the study, face extraction was performed from the
dataset using the MTCNN (Multi-Task Cascaded Convolu-
tional Networks) algorithm. In this way, the input data was
made more regular and the model’s learning rate contributed
to the success. However, how the model would react to factors
such as different lighting conditions, angles, and rotations
was not tested and specified. Similarly, Joshi et al. used the
Xception model to classify images and videos produced with
deepfake technology in their study [13]. The Xception archi-
tecture, which uses depthwise separable convolutions rather
than CNNs architectures, provides more effective results. A
test accuracy rate of 93.01% was obtained in the study.

B. Main Contrubitions

The proposed hybrid model in this study provides significant
contributions to the literature on the detection and classifica-
tion of images produced by deepfake techniques. In particular,
our approach provides new strategies that provide both higher
prediction accuracy and improved interpretability. The main
contributions of the study can be summarized as follows:

• The proposed model combines the strengths and advan-
tages of both architectures by combining the traditional
CNNs architecture and the new generation Vision Trans-
former (ViT) architecture. While CNNs capture features,
ViT learns long-term dependencies. By hybridizing these
two powerful architectures, challenging tasks can be
detected with higher accuracy and generalization.

• The proposed hybrid model uses CNNs to optimize the
high computational cost and create an efficient structure.
Thus, it requires lower processing power than pure Trans-
former models and offers a stronger generalization ability
than CNNs models alone.

• The proposed model achieved better accuracy than tra-
ditional CNN-based methods such as VGG16, SCNNet,
and CNN-MesoNet. This demonstrates that transformer
architecture can significantly improve the performance
when combined with CNNs in image classification.

C. Paper Organization

This study consists of 4 main sections including the in-
troduction. After the introduction, the second section presents
the proposed approach and implementation steps, and the third
section presents the findings and discussion. The last section
concludes the paper. Figure 1 shows the relevant organization
chart.
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Fig. 1: Organization of the paper

II. PROPOSED APPROACH AND IMPLEMENTATION

Convolutional neural networks have long been at the fore-
front of computer vision research. However, a noteworthy
new development has surfaced recently in image processing.
By modifying the transformer design, which has proven ef-
fective in Natural Language Processing (NLP), to analyze
pixel-based data directly, ViT challenges conventional CNNs
techniques. In essence, the ViT processes images using larger
units known as ”patches” rather than the traditional pixel-
based method [21]. Using this method, the image is divided
into patches, each of which is flattened before being fed into
transformer blocks. ViT most distinctive characteristic is that,
rather than using the convolutional and pooling layers seen
in conventional CNNs, it uses transformer blocks that are
rich with attention mechanisms. Figure 2 displays the model’s
architecture that was suggested for the investigation.

The study’s suggested hybrid model combines the ViT
model with convolutional neural networks. While ViT was
used for the classification process, CNNs was used for feature
extraction. Once the attributes of the input photos have been
extracted, the ViT model has been utilized to classify the
images and determine whether or not a certain image is fake.

The first step in the model is processing the images through
several normalizing and convolutional layers. To reduce di-
mensionality, convolutional layers first extract feature maps
from the images and subsequently identify patterns. After that,
feature vectors are produced by flattening the feature maps.
Activation, batch normalization, pooling, and convolutional
layers make up the network architecture used for feature
extraction. In the convolutional networks, the images begin
at 512 × 512 dimensions and gradually shrink to 32 × 32
dimensions. The 512 × 512 pictures that pass through the
convolutional layer first travel via the batch normalization
layer before undergoing 2 × 2 maximum pooling operations.
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Fig. 2: The proposed hybrid model for deepfake detection

Features are captured sequentially by going through blocks of
sizes 256 × 256, 128 × 128,64 × 64, and 32 × 32. For every
size type, these operations are performed four times, using a
stride value of 1.

A sequence of Transformer layers is applied to feature vec-
tors. An attention mechanism pre-trained for better efficiency.
The categorization task then made use of these relationships.
The ViT network was used to train the captured features,
and classification was carried out. Instead of processing the
images’ pixels directly, they use attention and self-attention
mechanisms, which is different from standard CNN-based
methods. Equation 1 displays the formula for the self-attention
mechanism.

Attention(Q,K,V) = softmax
(
Q ·K⊺

√
dk

)
·V (1)

As can be seen from the equation 1, Q stands for the query,
K for the key, and V for the value matrices. The size of
the key matrix is denoted by dk. The self-attention mecha-
nism’s fundamental computational processes are illustrated in
this formula. The six feedforward and attention layers that
comprise the Transformer layers in the suggested model each
have 1024-dimensional hidden units. Eight heads, each with
128 dimensions, are used in each attention layer. A linear layer
has been incorporated into the photos after they were separated
into patches of a particular size. The pictures have been split
into 196 16 × 16 patches. Every patch has been transformed
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Algorithm 1 A general interval ViT classification algorithm
and CNNs feature extraction.
Function ViT()

1: function CNNFEATUREEXTRACT(data)
2: for each image in data do
3: Preprocess the image e.g., resize, normalize
4: Pass the image through the CNN
5: Extract features from the CNN’s intermediate layer
6: Store the features
7: end for
8: end function
9: function VISIONTRANSFORMERCLASSIFICA-

TION(features, labels, validation data, max epochs,
patience, initial lr, factor, cooldown, min lr)

10: Initialize Vision Transformer model with initial lr
11: best model ← Vision Transformer model
12: best loss ← ∞
13: no improvement ← 0
14: current lr ← initial lr
15: for epoch = 1 to max epochs do
16: Train the Vision Transformer using features and

labels with current lr
17: Compute validation loss on validation data
18: if validation loss ¡ best loss then
19: best loss ← validation loss
20: best model ← Vision Transformer model
21: no improvement ← 0
22: else
23: no improvement ← no improvement + 1
24: if no improvement ≥ patience then
25: break Early stopping
26: end if
27: end if
28: if no improvement ̸= 0 and no improvement %

cooldown == 0 then
29: current lr ← current lr * factor
30: if current lr ¡ min lr then
31: current lr ← min lr
32: end if
33: Update Vision Transformer model with cur-

rent lr
34: end if
35: end for
36: return best model
37: end function
38: Input: Training data D =
{(x1, y1), (x2, y2), . . . , (xn, yn)}

39: Extract features using CNNFEATUREEXTRACT(D)
40: Output: Extracted features F = {f1, f2, . . . , fn}
41: Validation data V =
{(xv1, yv1), (xv2, yv2), . . . , (xvm, yvm)}

42: TrainedModel ← VISIONTRANSFORMERCLASSIFICA-
TION(F , D, V , max epochs, patience, initial lr, factor,
cooldown, min lr)

43: return TrainedModel

into 49 2048-size feature vectors.
Furthermore, the vectors used for position embedding have

a size of 1024. Moreover, the model incorporates the posi-
tional interactions between patches by embedding positions
for every patch. Classification is done using the output from
the transformer layers. For classification purposes, the outputs
from the transformer layers were routed to an output layer
with softmax activation for two classes after passing via an
intermediary layer of size 2048. The output was run through a
classification head to identify the class to which the provided
image belongs. Algorithm 1 displays the algorithm used in the
pertinent investigation.

A. Preprocessing

In the study, data preprocessing was performed in two
stages. These are face extraction and data augmentation pro-
cesses. BlazeFace [22] model was used for face extraction.
The BlazeFace Model developed by Google is lightweight and
performs fast face detection. This model, which is optimized
to run on devices with low hardware features such as em-
bedded systems and mobile devices, performs face detection
using deep learning techniques, especially since it is a low-
dimensional model. BlazeFace model, which has a CNN-
based architecture, extracts the features of the image with a
lightweight backbone architecture and creates feature maps
to define regions on the face. The extracted feature maps
are subjected to a regression process in the next stage. In
the regression process, whether the image is a face or not
is classified from the feature maps. If the image is a face,
key points are determined. The model enables fast processing
for real-time use and offers high-accuracy face detection. A
convolutional block of the BlazeFace model is shown in Figure
3.

Fig. 3: BlazeBlock and Double BlazeBlock [22]

CNNs and deep learning were used to create face identi-
fication algorithm BlazeFace. A customized architecture that
can identify objects quickly and accurately is the foundation
of the operating principle [22]. The BlazeFace model’s foun-
dation, the Backbone Network, usually uses several backbone
networks. These networks are employed for feature learning
and data processing. These face detection-specific networks,
such as MobileNetV1 [23] or MobileNetV2 [24], are often
quick and lightweight models.

Traditional data augmentation methods have been applied
in data augmentation procedures. Literature uses various data
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augmentation approaches. These include methods such as data
slicing, SMOTE, synthetic data generation, and augmentation.
The data augmentation method used in this study helps to
diversify the existing data set and provides a wider perspective
to the model. Augmentation techniques in image processing
include cropping, rotation, reflection, and brightness change.
In this study, rotation was applied to the existing data set to
perform data augmentation procedures. Different perspectives
were obtained with these images rotated at certain angles. It
is especially used in direction-independent object recognition
operations. Thanks to the rotation of the data, the memoriza-
tion of the training data of the model is prevented. Overfitting
is prevented and the generalization ability of the model is
improved with augmentation techniques such as rotation in
small data sets. In this study, the images in the existing data
set were rotated by 90 and 180 degrees, respectively, and
recorded. An essential dataset for advancing facial recognition
systems is the Casia-WebFace dataset [25]. Researchers utilize
this dataset, a sizable database with various facial traits, to
create and evaluate facial recognition systems. Facial photos
of persons of various racial, age, and gender identities are
included in Casia-WebFace. Additionally, it contains images
captured in a variety of settings, including varying lighting,
expressions, stances, and viewpoints. This kind is quite useful
for assessing the performance of facial recognition systems in
practical settings.

The Casia-WebFace collection contains 494,414 face images
of 10,575 real identities collected from the web. These pho-
tographs cover a variety of facial features and were taken in a
variety of environments. The effectiveness of face recognition
systems in different environments is evaluated using this
richness [26]. In the study, 80% of the dataset is used for
training, 10% for validation, and 10% for testing. Figure 4
shows sample photographs from the Casia dataset and data
augmentation examples.

Fig. 4: Casia WebFace Dataset Image Samples

III. FINDINGS AND DISCUSSION

In the study, DeepFake classification was performed using
CNNs and ViT architectures. The features extracted with
CNNs were classified using ViT, and successful results were
obtained. The proposed model has performed a faster and more
accurate detection process. The differentiation of manipulated
images has been achieved with a high success rate. In the
preprocessing of the images, the BlazeFace face extraction

Fig. 5: Train accuracy graph

network was used, and existing data was augmented using
data augmentation techniques. The data was trained using
the EarlyStopping and ReduceLROnPlateau functions. The
patience value for the EarlyStopping function was set to 5,
and the patience value for the ReduceLROnPlateau function
was set to 10. After all parameters were determined, the
training was completed at 20 epochs, and the success rate for
the CasiaWebFace dataset was observed to be 98.82%. The
training accuracy graph of the study is shown in Figure 5, and
the training loss graph is shown in Figure 6. Figure 5 shows
that the graph shows that ViT can be an effective tool for Deep-
Fake detection. The model can learn the training data quickly
and the accuracy levels are quite high. The rapid increase in
accuracy in the first 20 periods shows that the model learns
the training data quickly and successfully learns the entire
structure from simple features to more complex features. The
proposed model uses the strengths of both models thanks to the
hybridization of CNNs and ViT architectures. When CNNs,
which have a successful structure in capturing features and
relationships, are combined with the strong feature extraction
ability of ViT capacity to learn global context and long-
range connections, a high increase in the performance rate is
achieved. The results obtained show that the study carried out
by classifying the features extracted by CNNs with ViT can
learn complex features that are important for distinguishing
deepfakes. The accuracy fixed at approximately 98.82% shows
that the model has completely learned the training data.

The parameters of the hybrid model proposed in the study
are shown in Table II. In order for the attention mechanism
to work more efficiently, the Feed Forward Network depth
was determined as 6 and the number of neurons in the hidden
layers was selected as 1024. The model, which consists of
8 attention heads, uses a multi-head attention mechanism.
EarlyStopping was used to prevent overfitting and to reduce
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TABLE II: Hyperparameter Description of Proposed Model

Model Hyperparameters Description Value

ViT

Feed Forward Network
Dimensional Hidden Units
Number of Head
Patience Value for Early Stopping
Patience Value for ReduceLROnPlateau
Initial Learning Rate
Learning factor
Optimizer

Artificial neural network without feedback or loop
Number of neurons in the hidden layer
The number of topics an attention mechanism is divided into
To avoid overfitting and reduce unnecessary computational costs
Allows the model to reach a better minimum
The initial learning rate value used during training of the model
Used in learning rate schedulers in ReduceLROnPlateau
is the algorithm that updates the weights to minimize the loss function

6
1024
8
5
10
3e-4
0.1
AdamW

CNNs

Input Layer
Kernel Size
Stride
Activation Function
Dropout

Layer representing the image data given to the model
Specifies the size of the filter used in the convolution layer
Specifies how many pixels the kernel will shift on the input data
Mathematical function that determines the output of neurons
Regularization technique used to prevent overfitting

512x512
7x7
1
ReLU
0.5

TABLE III: Proposed Model Accuracy Graph

Reference Method (Classification) DataSets Accuracy F1 Score Recall Precision

[5] Xception - MobileNet FaceForensics++ 91%-98% - - -
[7] CNN- MesoNet FaceForensics++ 87% - - -
[8] SCNNET FaceForensics++, Celeb-Df 95% - - -
[6] VGG16 CelebA-HQ 80% - - -
[9] Conv-LSTM Hoha 97.01% - - -
[10] DeepFake Stack FaceForensics++ 99.65% 1.00 0.99 0.99
[11] CNN CasiaV2 92.23% 0.97 0.85 0.91
[12] Inception-ResNet-V1 VGGFace2, DeepFake Dataset 97.5% - - -
[13] Xception Kaggle deepfake faces 93.01% - - -
Proposed Model CNN-ViT Casia-WebFace 98.23% 0.97 0.98 0.97

Fig. 6: Traning Loss Graph

unnecessary computational load. The EarlyStopping patience
value was selected as 5. In addition, the ReduceLROnPlateau
patience value, which is the learning rate planner, was selected
as 10. In this way, the most optimal training hyperparameters
of the model were selected with both EarlyStopping and
ReduceLROnPlateau. Initially, the learning rate was selected

as 3e-4 and the learning factor was determined as 0.1. In this
way, the learning rate of the model was adjusted in a controlled
manner during training.

As seen in the graph in Figure 6, the rapid decrease in
the training loss in the first few epochs and the slowdown
afterwards indicate that the learning process of the model
is successful. As a result of 20 epochs of training with
EarlyStopping, the training loss reached 0.2. The rapidly
decreasing training loss shows that the model is learning fast.
The slower decrease in the training loss after that indicates
that the model starts to make smaller improvements. As seen
in Figure 6, it is important to note that the training loss does
not drop to 0, however, the low training loss obtained shows
that the model is likely to perform well in general. Thus, when
all results are taken into account, it shows that the proposed
hybrid model for deepfake detection has a successful training
process. The comparison of the results is shown in Table
III. Although there are studies with higher success rates, the
proposed model has an original structure thanks to a hybrid
approach that demonstrates the strong feature extraction of
the CNNs architecture and the classification power of the
ViT architecture. Transformer models are particularly good
at contextual learning on large datasets and therefore can
perform better in image-based studies that contain more data.
The proposed hybrid model combines traditional and new-
generation deep learning techniques by hybridizing CNN
and ViT architectures, providing a powerful representation of
learning. While working on small datasets, the reduction of
ViT’s large data requirement and the preservation of its ability
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to capture local features make the proposed approach unique
and advantageous. One of the biggest advantages of the hybrid
model is that it exhibits an effective approach to detecting
time-varying inconsistencies. While CNNs and RNNs are suc-
cessful in feature extraction and learning relationships between
consecutive data points, Transformer-based models perform a
more effective learning process since they capture spatial and
temporal correlations better. In addition, the proposed hybrid
model offers a fast and flexible learning process by providing
scalability, parallelization, and efficient computation on large-
scale image sets.

As shown in Table III, although CNN-based architectures
show strong performance, their integration with new genera-
tion models such as GAN like ViT increases their performance
rates. The proposed model CNNs-ViT provides a competitive
accuracy rate compared to traditional CNNs models, indicating
that ViT integration provides advantages. In model selection,
high accuracy rates, used datasets and general model architec-
ture should be taken into consideration.

IV. CONCLUSION

The analysis of the findings of the study shows that the
hybrid classification model based on ViT and CNNs can work
well to detect images generated by deepfake techniques. The
model, which learns the training data quickly, performs the
classification of fake images with high accuracy rates. In this
article, local features of the images are extracted with CNNs,
and maps of the extracted features are created. These maps,
which are represented at high levels, are classified by ViT. The
casia-WebFace dataset is used for training and testing in the
study and 98.23% accuracy, 0.97 F1 Score, 0.98 Recall, 0.97
Precision values are obtained. Images generated by deepfake
techniques, which have become a part of our lives today, create
a major security gap. Many models have been proposed in
the literature for the detection of fake images, but the model
proposed in this study is among the models with high accuracy
rates. In this way, the proposed model has great importance
in terms of image security. As a result of the hybridization
of CNNs and ViT architectures, the model explains the sensi-
tivity. Especially with the increase in fake face images, these
security vulnerabilities have become a bigger problem, and
thus the model can become a new criterion for identifying
these fake face images. The success of the proposed model is
of great importance, especially when considering the security
threats caused by deepfake technologies. With the increase
in fake face images, security vulnerabilities such as identity
theft, fake news, and fraud are increasing. In this context, the
model’s ability to detect fake images with high accuracy rates
will contribute to ensuring security in the digital environment.

As a result, our hybrid model based on ViT and CNNs
is considered as an important step towards increasing digital
security by providing a reliable and effective method for
detecting fake face images. The CNNs and ViT model opens
the door to new research by showing that self-attention-based
transformative models can be effective in deepfake detection
applications. The proposed model can be tested with larger
datasets in future studies to increase its generalization ability

and to be integrated into real-time applications. The model,
which is an important step for increasing digital security,
will be tested with different datasets and trained with more
realistic deepfake images, which will provide a more robust
and comprehensive solution in terms of security.

ABBREVIATIONS

GANs Generative Adversial Networks
VAEs Variational Autoencoders
RNNs Recurrent Neural Networks
CNNs Convolutional Neural Networks
LSTM Long Short-Term Memory
DC-GAN Deep Convolutional Generative Adversial

Network
PG-GAN Progressive Growing Generative Adversial

Network
SCNNet Separable Convolutional Neural Network
NLP Natural Language Processing
ViT Vision Transformer
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